date: 20130407 18.52.49 298
latitude: 39 993635340221226
longitude: 116 32554505489087
accuracy: 100

altitude: 41 0953755859075
time: 1365331970000

speed: 3 0024002

bearing: 107 0

provider: gps

Time Series Data Cleaning
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Dirty Time Series Data

J. Freire, A. Bessa, F. Chirigati, H. T. Vo, K. Zhao: Exploring What
not to Clean in Urban Data: A Study Using New York City Taxi
Trips. IEEE Data Eng. Bull.39(2): 63-77 (2016)

v,

* Unreliable Readings

— Sensor monitoring

(b)

— GPS trajectory




Dirty Time Series Data

Misuse

SYBASE (SY) £

HiLike Huke 1
SOURCE: NYSE

As of July 29, 2010 4:04 pm. Quotes are delayed by at least 15 minutes
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Stock Details

Flight: Accuracy of Travelocity is 0.95

Last Trade: 64.98
Change: +0.00 (0.00%)
Prev Close: 64.98

Open: 1473

Days Range: 64.98 - 64.98
52 Week Range: 33.54-66.00
Volume: 88168

PIE: 3154

EPS: 2.06

Stock: Accuracy of Stock in Yahoo! Finance is 0.93

Xian Li, Xin Luna Dong, Kenneth B. Lyons, Weiyi Meng, Divesh Srivastava: Truth Finding on the deep web: Is the problem solved? PVLDB, 6(2) (2013)




Existing cleaning methods

* Smoothing Filter 3

— Moving Average 2.5

— WMA )

— EWMA .
S

0.5

o

1 3 5 7 9 m 13 15 17 19 21 23 25 27 29 31

=®=(bservation =*=Smooth Truth

* Problem: modify almost all the data values

E.S. Gardner Jr. Exponential smoothing: The state of the art{part ii. International Journal of Forecasting, 22(4):637-666, 2006.



Existing cleaning methods

* Prediction Model

— Modify the observation by predication
if the predication is far distant from the observation

— autoregressive (AR) model

_ AR()MA ’
2.5
* May over change the data
— Owing to “far distant” | I
0.5

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31

=®—=(bservation AR Truth

Yamanishi, Kenji, and Jun-ichi Takeuchi. "A unifying framework for detecting outliers and change points from non-stationary time series data." In
SIGKDD, pages 676-681, 2002



Repairing dirty data helps

 Time series classification
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Constraint-based method (SIGMOD 2015)
large spike errors

Statistical method (SIGMOD 2016)
small errors

Supervised method (VLDB 2017)

consecutive errors

Contents v
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* “Jump” of values is often constrained

— Daily limit: in financial and commodity markets

— Temperatures in a week

— Fuel consumption

» Use speed constraints to identify dirty data
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Stream Data Cleaning

SCREEN

Given
— Time series x = {x[1], x[2], ...
— Constraints S = (Syin, Smax)

on min/max speeds

Find repair a repair x’ of x
— Constraint satisfaction:

OStj—tiSW,

Xj—Xi

<—-——<5
ti—t; max

Smin

— Change minimization:

Yox;ex |Xi — x;'| is minimized

under Speed Constraints

EiE
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Value
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Employ Existing Repairing Approach

* Holistic algorithm * Adaption
— Repairing relational data — Time series as a relation
— Under denial constraints — Express speed constraints by

et

ID | Timestamp

Value

1 1

113

2 2 1.24
3 3 119
4 4 13

denial constraints roughly
* Problem

— High computational costs

— Not guaranteed to eliminate

' all violations

_I(tj < ti + W/\.X'j > Xi + (tj — ti) . Smax)
—I(tj < ti +W/\X] < X + (t] — ti) . Smin)

X. Chu, I. F. Ilyas, and P. Papotti. Holistic data cleaning: Putting violations into context. In ICDE, pages 458-469, 2013.



A Lightweight Weapon

* Unlike NP-hard problems in most data repairing scenarios
* The speed constraint-based repairing can be solved

— asa LP problem in O0(n3°L)

— considers the entire sequence as a whole (global optimal)
* Online computing, over streaming data

— Consider local optimum in the current sliding window

— Using Median Principle in O(nw) time g ¢

5 (4]

=
xi+

N

W

Xl"|'

Repair cost
N

[u—

@)




Effectiveness and Efficiency

Global: the highest accuracy

Local: much faster than Holistic

Trade-off
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Error rate
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Constraint-based method (SIGMOD 2015)
large spike errors

Statistical method (SIGMOD 2016)
small errors

Supervised method (VLDB 2017)

consecutive errors

Contents @
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=®—=(bservation Truth



Further Issue

* Speed Constraint based method
— Large spike error: modify to max/min values allowed

— Small error: fail to identify

—®—(bservation ~—®—SCREEN —®Truth
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Intuition on Speed Change

o

Value

Consider the likelihood of
speeds within the allowed range
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No clear distribution pattern is
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Statistical Approach

* (Calculate the likelihood of a sequence w.r.t. the speed change
— employ the probability distribution of speed changes

* The cleaning problem is thus to find a repaired sequence with the

maximum likelihood about speed change

— instead of minimum change towards speed constraint satisfaction

—8®—(Observation —®—SCREEN Likelihood =—®—Truth
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Maximum likelihood repair problem

e (Given
— Time series x

— repair cost budget §

e NP-hard

* Pseudo-polynomial time

solvable

— Distribution on speed changes

 Find repair a repair x’ of x

— Alx,x) <6

— the likelihood L(x") is maximized.

of

o

DP, dynamic programming 0(nB3,4,6) | Exact
DPC, constant-factor approximation | 0(n?63,,,) |Large budget
DPL, linear time heuristics 0(nd*) Fast, higher error

QP, quadratic programming

Approximate distribution

SG, simple greedy

O (max(n, ))

Fastest

=]

0



Effectiveness and Efficiency

 Significantly better accuracy than SCREEN
» SG is efficient, comparable to SCREEN, and still with better accuracy
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Constraint-based method (SIGMOD 2015)
large spike errors
Statistical method (SIGMOD 2016)
small errors
Supervised method (VLDB 2017)
consecutive errors
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Consecutive Errors

* Speed constraints handle well “Spike” errors, but not consecutive ones

255

Value

24.5

23.5
360 365 370 375 380 385 390
Time

=®=Truth Observation =®=SCREEN
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Intuition
» Supervised by labeled truth of errors
* Labeling by user Labeled truth \a\gfgﬁ |
— Check-in Erroneous location —— ) ? —— -t
» Labeling by machine | =2
— precise equipment reports
accurate air quality datain a
relatively long sensing period B
— crowd and participatory sensing T
generates unreliable observations nE B4 i E
in a constant manner I

Y. Zheng, F. Liu, and H. Hsieh. U-air: when urban air quality inference meets big data.
In KDD, pages 1436-1444, 2013.



Approach

* Instead of modeling directly the values
— by AR model (autoregression), ignoring erroneous observations

*  We model and predicate the difference between errors and their

corresponding labeled truths

— by ARX model (autoregressive model with exogenous inputs)

27.5
27
26.5
26
25.5
25
24.5
24

23.5
360 365 370 375 380 385 390
Time

Value

Observation =®=IMR =®—AR



iterative Minimum Repair (IMR)

* Rather than in chronological order

[terative repairing

— minimally changes one point a time to obtain the most confident

repair only

— high confidence repairs in the former iterations could help the

latter repairing
* Major concerns
— Convergence

— Incremental computation

among iterations
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Dealing with consecutive errors

* IMR shows significantly better results when there is a large number of

consecutive errors

-0—=|MR —*—SCREEN EWMA —®-ARX —®"AR
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Constraint-based method (SIGMOD 2015)
large spike errors
Statistical method (SIGMOD 2016)
small errors
Supervised method (VLDB 2017)
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Future Study
* More error types 640088327‘v

— Periodical BR(4408) 7.85%
A< 28(108016494 &) 5400824.67T
wE®™O1AER) 0.87T

e Timestamp error

— A single ride takes 20 years
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http://gd.sina.com.cn/news/sz/2016-07-08/detail-ifxtwihpg790656.shtml
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