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Large scale unstructured text records are stored in text attributes in databases and infor-
mation systems, such as scientific citation records or news highlights. Approximate string
matching techniques for full text retrieval, e.g., edit distance and cosine similarity, can be
adopted for unstructured text record similarity evaluation. However, these techniques do
not show the best performance when applied directly, owing to the difference between
unstructured text records and full text. In particular, the information are limited in text
records of short length, and various information formats such as abbreviation and data
missing greatly affect the record similarity evaluation.

In this paper, we propose a novel probabilistic correlation-based similarity measure.
Rather than simply conducting the matching of tokens between two records, our similarity
evaluation enriches the information of records by considering correlations of tokens. The
probabilistic correlation between tokens is defined as the probability of them appearing
together in the same records. Then we compute weights of tokens and discover
correlations of records based on the probabilistic correlations of tokens. The extensive
experimental results demonstrate the effectiveness of our proposed approach.

� 2014 Elsevier Inc. All rights reserved.
1. Introduction

Unstructured text records are prevalent in databases and information systems, such as personal information management
systems (PIM) and scientific literature digital library (CiteSeer). Various applications, for example similarity search [12],
duplicate record detection [8], information integration [1] and so on, rely on the similarity evaluation among these unstruc-
tured records of text values. Table 1 shows an example of unstructured record database which stores several citation records
as text attributes. Due to various information formats such as abbreviation and data missing, it is not easy to evaluate the
similarity of unstructured records in the real world.

Since unstructured text records are text strings of short length (as shown in Table 1), we can apply approximate string
matching techniques such as edit distance [21] to measure the similarity. However, these character-based matching
approaches can only capture limited similarity and fail in many cases such as various word orders and incomplete informa-
tion formats. Therefore, other than character-based string matching techniques, we can also treat each unstructured record
as a text document and apply full text retrieval techniques to measure the record similarity. Specifically, records are repre-
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Table 1
Example of unstructured citation records.

No. Citation

1 S. Guha, N. Koudas, A. Marathe, D. Srivastava, Merging the results of approximate match operations, in: VLDB’04: Proceedings of the 30th
International Conference on Very Large Data Bases, 2004, pp. 636–647

2 Guha, S., Koudas, N., Marathe, A., Srivastava D., Merging the results of approximate match operations, in: the 30th International Conference on
Very Large Data Bases (VLDB 2004), 2004, pp. 636–647

3 Sudipto Guha, Nick Koudas, Amit Marathe, Divesh Srivastava: Merging the Results of Approximate Match Operations, in: VLDB, 2004, pp.
636–647

4 S. Guha, et al. Merging the results of approximate match operations, in: Proceedings of the Thirtieth International Conference on Very Large Data
Bases, Toronto, Canada, August 31 – September 3, 2004
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sented by a set of weighted token features and similarity is computed based on these features. Cohen [4] proposes a word
token based cosine similarity with tf⁄idf which can detect the similarity of records with various word orders and data missing.
Gravano et al. [9] propose a more effective approach by using q-grams as tokens of records, which can handle spelling errors
in records.

Unfortunately, the characteristics of unstructured text records are different from those of strings in full texts. First, due to
the short length of text records, most words appear only once in a record, that is, the term frequency (tf) is 1 in most cases of
such short text records in databases. We show the statistics of term frequency in Table 2. More than 90% tokens, even the
tokens of q-grams, appear only once in a record. Therefore, only the inverse document frequency (idf) [27] takes effect in the
tf⁄idf [24] weighting scheme and no local features of each record are considered. Moreover, the popular matching similarity
measure used for full text, cosine similarity, is based on the assumption that tokens are independent of each other, and the
correlations between tokens are ignored. Due to various information representation formats of unstructured text records
such as abbreviation and data missing, latent correlations of records can hardly be detected by only considering the
matching of tokens.

Example 1. Consider records No. 3 and 4 in Table 1 with different author representations of ‘‘Sudipto Guha, Nick Koudas,
Amit Marathe, Divesh Srivastava’’ and ‘‘S. Guha, et al.’’ respectively. By using the cosine similarity which is based on the dot
product of two record vectors, we have only one matching token ‘‘Guha’’ and the similarity value is low. Even worse, there is
no matching token at all between the different representations of the same conference, ‘‘Very Large Data Bases’’ and ‘‘VLDB’’,
and the cosine similarity value is 0 between these two representations. As a consequence, the cosine similarity of records No. 3
and 4 is low, which actually describe the same citation entity. Cohen et al. [5] conclude that full text retrieval techniques,
tf⁄idf and cosine similarity, do not show the best performance when they are applied directly to text records in databases.

Motivated by the unsuitability of string matching and full text retrieval techniques in measuring similarity between text
attribute records, in this paper, we mainly focus on developing the similarity metrics based on the correlation of tokens, and
perform the similarity evaluation over records directly without data cleaning. In our similarity approach, rather than match-
ing tokens of records, the correlations between tokens are considered, which help to discover more correlations of short text
records with limited information. The correlations between tokens are investigated based on the probability that tokens
appear in the same records. Then, these token correlations are utilized in two aspects, i.e. intra-correlation and inter-corre-
lation. The intra-correlations consider the correlations of tokens in a record, and are utilized in the weighting of tokens.
Rather than simply assigning equal term frequencies to tokens, we develop the discriminative importance of each token
based on the degree of correlations with other tokens in a record. The inter-correlations represent the correlations of tokens
between two records, which can further discover the correlations of records in addition to matched tokens. Based on the cor-
relations of tokens, we can perform the similarity evaluation on text records with more diverse formats, for example with
abbreviation and data missing.

Our contributions in this paper are summarized as follow:

� We develop a dictionary to capture the probabilistic correlations of tokens, and represent text records with the consid-
eration of both token frequencies and correlations. Highly correlated tokens are merged as phrase tokens to reduce the
size.
Table 2
Statistics of term frequency.

Dataseta Term frequency

=1 =2 P 3

Cora (word) 96.8% 3.0% 0.2%
Cora (q-grams) 93.6% 5.9% 0.5%
Restaurant (word) 98.4% 1.5% 0.1%
Restaurant (q-grams) 96.9% 2.9% 0.2%

a Cora and Restaurant are two datasets used in this paper, please refer to Section 6 for details.
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� We propose a probabilistic correlation-based feature weighting scheme, namely correlation weight, by considering the
intra-correlation of tokens in a record. Instead of term frequency, which is equal to 1 in most records without any discrim-
inative ability, the intra-correlation is employed to serve as local features of tokens in a record.
� We design a probabilistic correlation-based similarity function, called correlation similarity, by utilizing the inter-correla-

tion of tokens in two records. In particular, we prove that the existing cosine similarity can be interpreted as a special case
of the proposed correlation similarity.
� We extend the existing semantic-based word similarity in WordNet to our semantic-based record similarity, named

semantic-based similarity (sbs). In particular we combine the sbs method with our correlation similarity and propose
the semantic-based correlation similarity (scor).
� We report an extensive experimental evaluation, to demonstrate superiority of the proposed approach compared with

existing measures and our semantic-based measure.

The rest of this paper is organized as follows. We illustrate the probabilistic correlation of tokens in Section 2. Section 3
presents our probabilistic correlation-based weighting scheme and also the probabilistic correlation-based similarity func-
tion. In Section 4, we discuss the effectiveness of our approach from a methodological perspective. The extension on seman-
tic-based similarity is introduced in Section 5. Section 6 demonstrates the performance of our approach through an
experimental evaluation. In Section 7, we discuss some related work. Finally, we conclude this paper in Section 8. An early
extended abstract of this paper is reported in [26].
2. Probabilistic correlation

The cosine similarity measure [4] makes an assumption that tokens in records are independent of each other, and the
correlations between tokens are ignored. In practice, however, token correlations do exist, for example, the token ‘‘Interna-
tional’’ has a high probability of appearing together with the token ‘‘Conference’’ in citation records. In this section, we
develop a model of correlations between tokens by considering the conditional probability of token co-occurrence.

2.1. Probabilistic correlation definition

The probabilistic latent semantic analysis [13,14] considers the joint probability of documents d (i.e., records in our study)
and word tokens w, and the aspect model is used as a latent class variable model for co-occurrence data. In this paper, we also
use the co-occurrence of tokens in the same records to model token correlations. However, we do not consider the condi-
tional probability among tokens, documents and class variables. Instead, we construct the probabilistic correlations between
tokens in records directly, and then apply these token correlations to measure the similarity of records.

At first, we consider a word token based correlation. Records are cut into word tokens, and correlations between the
tokens are computed. The conditional probability is used to model the probability that tokens appear together in a record,
which is defined as follows
PrðtijtjÞ ¼
PrðtitjÞ
PrðtjÞ

; ð1Þ
where PrðtitjÞ denotes the probability that tokens ti and tj appear in the same record, which can be estimated as
PrðtitjÞ �

df ðtitjÞ
N , that is, the number of records where both token ti and tj appear df ðtitjÞ divided by the total number of records

N [23]. Therefore, the conditional probability of tokens ti and tj can also be described as,
PrðtijtjÞ ¼
df ðtitjÞ
df ðtjÞ

; ð2Þ
where df ðtitjÞ denotes the number of records where both tokens ti and tj appear, and df ðtjÞ denotes the number of records
which contain token tj.

The conditional probability between tokens ti and tj is asymmetric, i.e., Prðti j tjÞ– Prðtj j tiÞ. While the similarity between
records is often regarded as a symmetric relationship, we define the probabilistic correlation of tokens in a symmetric way,
corðti; tjÞ ¼ PrðtijtjÞ � PrðtjjtiÞ; ð3Þ
which represents the probabilistic degree that tokens ti and tj belong to the same records. According to Eq. (1), the correla-
tion (3) can be rewritten as
corðti; tjÞ ¼
PrðtitjÞ2

PrðtjÞ � PrðtiÞ
; ð4Þ
where PrðtitjÞ is the probability that tokens ti and tj appear in the same record. When tokens ti and tj match, i.e., ti and tj are
the same token, we have corðti; tiÞ ¼ 1. Indeed, a correlation value corðti; tjÞ ¼ 1 means that the probability of ti and tj belong-
ing to the same record is equal to 1 (see more discussions below).



Fig. 1. Dictionary of word token correlation.
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Next, we construct a dictionary structure to model the probabilistic correlations of tokens appearing in the dataset. Fig. 1
shows an example of the dictionary. Each node in the dictionary denotes a token, and the undirected edges between any two
nodes indicate the correlation of these two tokens. The weight of the edge between nodes ti and tj represents the probabi-
listic correlation weight of token ti and tj, i.e. corðti; tjÞ. We define the dictionary representation formally as follows.

Definition 1 (Dictionary space). Given a set of records R, with m tokens appearing in the records, a dictionary space is a graph
Gd ¼ hVd; Edi, where each vertex td

i 2 Vd denotes a token ti, each edge ed
ij 2 Ed denotes the probabilistic correlation of ti and tj,

and the edge weight of ed
ij is equal to corðti; tjÞ.

The correlation dictionary is basically a statistical thesaurus. Note that some word tokens in the dictionary highly corre-
late with each other. In fact, some word tokens, for example the page number tokens ‘‘636’’ and ‘‘647’’ of citation records,
always appear together in the same records. In other words, we have
corðti; tjÞ ¼ PrðtijtjÞ ¼ PrðtjjtiÞ ¼ 1 ð5Þ
which implies that tokens ti and tj always appear in the same records. Therefore, we can merge these kinds of word tokens
together into a new token, namely phrase token. For instance, ‘‘World Wide Web’’ may appear together in the same records
always, therefore, we can merge these three word tokens as a new phrase token.

A phrase token tp is a token comprising several tokens that always appear together in the same records. For any token ti in
tp, we have PrðtpÞ ¼ PrðtiÞ since all of the tokens in the phrase always appear in the same records and have the same prob-
ability PrðtiÞ. For any other token tl in the dictionary, we have PrðtltpÞ ¼ PrðtltiÞ, which implies that the probability of any
token tl appearing together with token ti of phrase token tp in a record is equal to the probability that token tl appears
together with phrase token tp. Thereby, we have the correlation between the new phrase token tp and any other tokens tl

in the dictionary,
corðtl; tpÞ ¼
PrðtltpÞ2

PrðtlÞ � PrðtpÞ
¼ PrðtltiÞ2

PrðtlÞ � PrðtiÞ
¼ corðtl; tiÞ: ð6Þ
By merging word tokens into phrase tokens, we can reduce the size of the dictionary and the records. As shown in Table 3,
the total number of tokens in the dictionary is reduced significantly in the phrase token based approach. Furthermore, the
average number of tokens in each record is also reduced by using the phrase token representation. After merging tokens into
phrases, we have the following property of token correlations.

Proposition 1. Consider the correlation between tokens ti and tj in a dictionary space with phrase token. If ti and tj are not
matching, i.e., ti – tj, then we have
0 < corðti; tjÞ < 1:
Proof. First, if a correlation exists between ti and tj in the dictionary, these two tokens appear together at least in one record.
Therefore, we have corðti; tjÞ > 0. According to the definition of corðti; tjÞ ¼ Prðti j tjÞ � Prðtj j tiÞ, the correlation value satisfies
corðti; tjÞ 6 1. Since all the tokens with corðti; tjÞ ¼ 1; ti – tj are merged as a new phrase token, the condition of corðti; tjÞ < 1 is
satisfied. In summary, we have 0 < corðti; tjÞ < 1 for any ti – tj. h
Table 3
Statistics of tokens.

Dictionary size Average record size

Cora (word) 912 23.53
Cora (phrase) 679 21.61
Restaurant (word) 2990 9.34
Restaurant (phrase) 1484 7.45
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According to this property, we can generalize the token matching-based similarity function to support the correlation
similarity, which is discussed in Section 3.

2.2. Intra-correlation and inter-correlation

The probabilistic correlation between two tokens implies the probability that these two tokens belong to the same record.
Once the probabilistic correlations between tokens are investigated, we can utilize the correlations in two perspectives, i.e.
intra-correlation and inter-correlation.

The intra-correlation indicates the correlation of tokens in a single record. However, for tokens t1 and t2 in a record, the
intra-correlation value between t1 and t2 is calculated based on the whole corpus. As shown in Fig. 2, the tokens in a record
might correlate with each other. Intuitively, a token with more and higher correlations to others implies that this token is
more important in the current record where the token is. Therefore, the correlations of tokens in a record can be used in the
feature weighting of the record. Section 3.1 discusses the feature weighting scheme by considering the intra-correlation of
tokens in the record.

The inter-correlation indicates the correlation of tokens between two records. For example, consider the token ‘‘Very’’ in a
record r1 and the token ‘‘VLDB’’ in a record r2 in Fig. 3. As shown in the dictionary in Fig. 1, probabilistic correlation exists
between token ‘‘Very’’ and ‘‘VLDB’’, since both tokens may appear in the same records frequently throughout the entire data-
set. This large correlation between token ‘‘Very’’ and ‘‘VLDB’’ implies a high probability that these two tokens describe the
same record in real world. Considering all token correlations between r1 and r2, we can estimate the overall probability that
these two records describe the same entity, i.e., the similarity between record r1 and r2. In Section 3.2, we present our cor-
relation similarity function based on the inter-correlation of tokens between two records.

2.3. Correlation-based representation

Once the dictionary with probabilistic correlation is constructed, we devise the probabilistic correlation-based represen-
tation of each record. Two factors of tokens should be represented in the model in our case, i.e., the frequency weights of
tokens and the probabilistic correlations between tokens. The classical vector space model [24] for full text documents cannot
be applied directly, since only the frequency based weights of tokens are represented in the model without the correlations
of tokens. Regarding these token correlation considerations, we use a probabilistic correlation space model. For each token,
we associate a weight and several correlations with other tokens, instead of a single weight as in the vector space model.

Definition 2 (Record space). Given a record r with m tokens, the record space of r is a graph Gr ¼ hVr ; Eri, which is indeed a
sub-graph of the dictionary. Each vertex tr

i 2 Vr is associated with a value wr
i which denotes the weight of token ti in the

record. Each edge er
ij 2 Er has the same weight of edge ed

ij in the dictionary, i.e., corðti; tjÞ.

We show an example of a record with correlations of tokens in Fig. 2. Different from the vector space model with a vector
of weighted tokens wi, we represent both the weights of tokens and the correlations between these tokens. Let Mr be the
adjacent matrix of the graph Gr in the record space r, i.e., the record space can also be treated as a sparse matrix. Each
element of (row i, col j) in the matrix Mr denotes the correlation weight corðti; tjÞ.

As discussed, the probabilistic correlation corðti; tjÞ can be regarded as the probability that tokens ti and tj describe the
same record. This correlation can be utilized to determine the weights of tokens and further detect correlations of records,
which are discussed in the following section.

3. Record similarity measure

In this section, we illustrate our probabilistic correlation-based record similarity measure. Firstly, we discuss the weight-
ing scheme of tokens in the records. The correlation between tokens is used in the weighting of tokens. Then we introduce
our correlation similarity function which is also based on the correlation between tokens.

3.1. Feature weighting

We first study the discriminative features of tokens from a global view of all records in the entire dataset. The inverse
document frequency (idf) [27], first proposed by Karen Sparck Jones, is based on the essential intuition that a token appearing
Fig. 2. Record with probabilistic correlation.



Fig. 3. Inter-correlation between two records.
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frequently in different documents (records) is not a good discriminator and should be associated with low feature weights;
while a token with low document frequency means it is more relevant to those documents in which it appears. The basic
formula of idf is
idf ðtiÞ ¼ log
N

df ðtiÞ

� �
ð7Þ
where N denotes the total number of documents (records), and df ðtiÞ is the number of documents (records) that contain
token ti.

In order to discriminate from each other, a local feature weighting of each record is performed. The term frequency is
adopted in full text retrieval as local features of each document. However, as the statistics in Table 2 show, term frequency
is probably equal to 1 in most cases of short unstructured text records, which indicates that only idf takes effect in tf⁄idf and
no local features of records are considered.

In this paper, we merge word tokens into phrase tokens according to their high correlation with each other. Therefore, we
can use the size of phrase tokens, i.e., the number of word tokens in phrase tokens, as phrase weight wp ¼ jtpj. Moreover, we
utilize the probabilistic correlations between tokens, and develop a correlation-based weighting scheme of records.

Instead of term frequency (tf) with wi ¼ 1 in most cases, we propose a new local weighting scheme of tokens in a record,
namely correlation weight. Since we use the conditional probability as correlations between tokens, tokens with more and
higher correlations to the others in the record are more likely to represent the record and can be treated as an important
local feature. Therefore, we introduce the new token weighting scheme, which is based on the degree of the token correlation
with other tokens in the same record.

Definition 3 (Correlation weight). Given a record space r with an initial weight wi of each token ti, the correlation weight of
token ti in the record r is defined as:
cowðtiÞ ¼ wi þ
P

tj2rwj � corðtj; tiÞ
jrj ð8Þ
where corðtj; tiÞ denotes the probabilistic correlation between tokens ti and tj in the record, and jrjmeans the total number of
tokens m in the record.

The initial weight wi of each token ti can be the phrase weight or the term frequency. The correlation weight denotes the
reliability and importance of the token ti in the record. A higher correlation weight implies a higher probability that if token
ti appears in the record, other tokens tj will also appear in the records. In other words, the more tokens tj that show high
correlation with token ti, the higher the probability token ti is relevant to the record.

Moreover, in correlation weight, only the probabilistic correlations of tokens in the same record are considered. In order
to make the record features as discriminative as possible, we can further combine the correlation weight with global statistic
weights in the weighting scheme, for example, inverse document frequency (idf). Following the convention of the tf⁄idf
approach, we define the cow⁄idf weight as,
cow � idf ðtjÞ ¼ cowðtjÞ � idf ðtjÞ: ð9Þ
In the experimental section, we will show that our cow⁄idf word weight function performs better than the traditional tf⁄idf
word weight function. Actually, wi and wj in Formula (12) is cow⁄idf weight.

3.2. Similarity function

The similarity between records can be quantified by the overlaps of common tokens in two records. The classical cosine
similarity function [29] is widely used in the similarity measure of text strings [4,9], which is described as,
cosðr1; r2Þ ¼
r1 � r2

kr1k � kr2k
¼

P
ti¼tj

wiwjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
w2

i

P
w2

j

q ; ð10Þ
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where cosðr1; r2Þ is the cosine similarity value of records r1 and r2;wi denotes the weight of token ti in record r1, and wj

denotes the weight of token tj in record r2.
The cosine similarity function is based on the matching of tokens. Therefore, records with various representations, for

example ‘‘Bases’’ and ‘‘VLDB’’, are treated as two different tokens without any correlation at all. In our study, since text
records are always short in length with limited information, we investigate the latent similarity based on token correlations
of two records. Our correlation-based similarity function generalizes the cosine similarity between two records by consid-
ering not only the matching tokens but also the inter-correlations of tokens.

Note that the relationship between tokens of two records is single-to-single matching in cosine similarity, in other words,
one token in record r1 is related/matched with no more than one token in the other record r2. However, in our probabilistic
correlation, one token may be correlated with multiple tokens in the other record. In order to capture these multiple-to-mul-
tiple tokens correlations in the similarity evaluation, we consider three kinds of inter-correlations of tokens between two
records.

(1) The first correlation is between matching tokens, for example, the correlation between the ‘‘Conference’’ of two
records in Fig. 3. These correlations of matching tokens have already been considered in the cosine similarity.

(2) The second correlation is between two tokens which appear in both records, for example, the correlation between
‘‘Conference’’ and ‘‘VLDB’’ with dotted lines in Fig. 3. Since these two tokens appear in both records and the correla-
tions have been detected respectively by the first type of correlations, we do not have to account for them again.
For example, if record r1 and record r2 both contain words ‘‘very’’ and ‘‘large’’, we will calculate corðvery; veryÞ and
corðlarge; largeÞ in the first correlation type. Then, in the second situation, it will be redundant to take
corðvery; largeÞ into account since both ‘‘very’’ and ‘‘large’’ have been considered.

(3) The third correlation is between two tokens at least one of which does not appear in both records. For example, the
token ‘‘Very’’ does not appear in the second record r2 in Fig. 3, which means that no relationship exists between ‘‘Very’’
in r1 and the tokens in r2 referring to the traditional matching approach. However, the probabilistic correlation does
exist between ‘‘Very’’ and ‘‘VLDB’’ and can contribute in finding the correlation of two records. The token correlation
should be taken into consideration in this case.

According to the different scenarios of inter-correlations, we can further refine the probabilistic inter-correlation between
tokens ti; tj in two records r1; r2, respectively, as follows.
corðti; tjÞ ¼
1 ti ¼ tj

0 ti – tj and ti 2 r2 and tj 2 r1

PrðtijtjÞ � PrðtjjtiÞ ti R r2 or tj R r1

8><
>: ð11Þ
Consequently, we can calculate the records similarity not only based on the matching pairs of tokens in cosine similarity,
but also based on the probabilistic correlated pairs of tokens in two records. Let M be all the pairs of tokens with inter-cor-
relations of two records described in (11), which satisfy the user specified minimum correlation threshold corðti; tjÞP g. The
correlation similarity function can be defined as
Definition 4 (Correlation similarity). Given two records r1 and r2, the correlation similarity of r1 and r2 is defined as
simðr1; r2Þ ¼
P
ðti ;tjÞ2Mwiwjcorðti; tjÞ
kr1 �Mk � kr2 �Mk ð12Þ
where wi;wj denote the weight of token ti; tj respectively, corðti; tjÞ denotes the probabilistic correlation between ti and tj in
the token correlation set M of r1 and r2, and kr1 �Mk; kr2 �Mk denote the sizes w.r.t. correlations M of r1; r2, respectively.

Unlike the single-to-single relationships of matching pairs in cosine similarity, our correlation set M defines multiple-
to-multiple correlations of tokens as shown in Fig. 3. In order to normalize the similarity value, we use
kr1 �Mk � kr2 �Mk rather than kr1k � kr2k, where
kr1 �Mk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

ðti ;tjÞ2M
ðw2

i corðti; tjÞÞ þ
X

ti2r1nr2
w2

i

r

and kr2 �Mk can be computed in a similar way.

Theorem 1. The value of simðr1; r2Þ ranges from 0 to 1.
Proof. Assume that records r1 and r2 have m and n tokens respectively. Construct a m � n-dimensional vector. We use ti–tj

to present a dimension in the new vector space, in which ti 2 r1 and tj 2 r2. On dimension ti–tj, ~r1 and ~r2 weight
wi �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
corðti; tjÞ

p
;wj �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
corðti; tjÞ

p
respectively.
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In the new vector space, ~r1 � ~r2 ¼
P
ðti ;tjÞ2Mwiwjcorðti; tjÞ. kr1k � kr2k ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
ðti ;tjÞ2M ðw2

i corðti; tjÞÞ
q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
ðti ;tjÞ2M ðw2

j corðti; tjÞÞ
q

.

Obviously, kr1k � kr2k 6 kr1 �Mk � kr2 �Mk. The cosine distance in the new vector space is ~r1�~r2
kr1k�kr2k 2 ½0;1�. Consequently, our

simðr1; r2Þ 2 ½0;1�. �
4. Methodology analysis

In this section, we analyze the effectiveness of our approach from a methodological perspective, especially in dealing with
various information formats of unstructured text records, such as abbreviation and incomplete information.

Since we study the similarity of unstructured text records with short length and limited information, our correlation sim-
ilarity function relaxes the constraint of token matching in the cosine similarity function, by considering the further inter-
correlations of tokens between two records. Therefore, the correlation-based similarity can be interpreted as a generalization
of the cosine similarity.

Theorem 2. The correlation similarity function is a generalization of the cosine similarity function. If the minimum correlation
threshold is set to g ¼ 1, the correlation similarity is equivalent to the cosine similarity.
Proof. In cosine similarity, only matching pairs of tokens from two records are considered. Therefore, it is sufficient to prove
that the correlation corðti; tjÞ ¼ 1 in correlation set M if and only if ti ¼ tj, i.e., ti and tj are matching. Assume that there exist
two different tokens ti 2 r1; tj 2 r2; ti – tj with correlation corðti; tjÞ ¼ 1. We have Prðti j tjÞ ¼ Prðtj j tiÞ ¼ 1, which means that
tokens ti and tj always appear together in the same record. However, according to the definition of phrase token, tokens with
Prðti j tjÞ ¼ Prðtj j tiÞ ¼ 1 should be merged to a new phrase token. In other words, tokens ti 2 r1; tj 2 r2; ti – tj with correlation
corðti; tjÞ ¼ 1 do not exist.

Consequently, we have
kr1 �Mk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

ðti ;tiÞ2M
ðw2

i corðti; tiÞÞ þ
X

ti2r1nr2
w2

i

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
ti2r1\r2

w2
i þ

X
ti2r1nr2

w2
i

q
¼ kr1k;
which is similar for r2. Moreover, the correlation threshold g ¼ 1 implies

X X

ðti ;tjÞ2M

wiwjcorðti; tjÞ ¼
ti¼tj

wiwj:
Combing the above two derivations, we have simðr1; r2Þ ¼ cosðr1; r2Þ. h

The probabilistic correlation-based similarity is effective, especially in evaluating records with data missing. For instance,
in Fig. 4, we use ‘‘Guha et al.’’ to represent ‘‘Guha, S., Koudas, N., Marathe, A., Srivastava D.’’, if the author list is too long in
citation records. Unfortunately, these kinds of highly correlated relationships with data missing are difficult to address by
the traditional token matching approaches such as cosine similarity. In our probabilistic correlation-based similarity, we
investigate the correlation between the author ‘‘Guha’’ and other authors, since they may appear together in other records
without data missing. Then we utilize these token correlations to discover the relationship of ‘‘Guha’’ and ‘‘Guha, S., Koudas,
N., Marathe, A., Srivastava D.’’ in records r1 and r2 respectively.

Furthermore, since we use the probabilistic correlation between tokens in the similarity function, our approach can
address the more complicated problem of the abbreviation similarity. Again, the similarity between ‘‘VLDB’’ and ‘‘Very Large
Data Bases’’ is not easy to detect by directly using matching techniques such as cosine similarity. However, the words and
their abbreviation may appear in the same records frequently, which means that high probabilistic correlation exists
between them. As the example in Fig. 3, we can use the correlations between token ‘‘VLDB’’ and {‘‘Very’’, ‘‘Large’’, ‘‘Data’’,
‘‘Bases’’} to find the similarity between ‘‘VLDB Conference’’ and ‘‘Very Large Data Bases Conference’’. Therefore, our similarity
function is able to capture the similarity of words and their abbreviation by using the probabilistic correlation, no matter
what kind of abbreviation rule it applies.
Fig. 4. Correlation of records with data missing.
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To calculate the correlation similarity between words and to find phrase tokens efficiently, an inverted file should be
maintained. Assume that the corpus has m different words and n records. With the help of inverted file, all the phrase tokens
can be find in Oðm � m � nÞ time.

It’s very easy to get similarity value between two records with inverted file. Assume that records r1 and r2 have m1 and m2

tokes respectively, simðr1; r2Þ can be computed in Oðm1 � m2Þ time with corðti; tjÞ known.

5. Integrating with semantic-based similarity from external sources

Our proposed correlation technique can successfully obtain a part of the relationships among tokens that appear together,
without any external sources. Nevertheless, when external knowledge bases are available, the ontology-based or semantic-
based approach can retrieve more token relationships. In this section, we present a novel approach to incorporate our
correlation-based similarity with the semantic-based similarity.

5.1. Semantic based similarity

Besides the tf⁄idf approach, there are some ontology-based and semantic-based methods to measure content similarity
with corpus information. The outstanding ideas of them, e.g., Lin’s information-theoretic definition of similarity [18], exploit
WordNet taxonomy to define similarity between words. Specifically, the similarity value between two classes, c1 and c2, is
given as follow:
sbsðc1; c2Þ ¼
2 � log pðc0Þ

log pðc1Þ þ log pðc2Þ
ð13Þ
where c0 is the most specific class that subsumes c1 and c2, and p(c) is the probability of c given by WordNet.
Based on formula (13), the similarity metric between two words, w1 and w2, is defined by:
sbsðw1;w2Þ ¼max
c1 ;c2
½sbsðc1; c2Þ� ð14Þ
where w1 belongs to c1, and w2 belongs to c2.

Definition 5 (Semantic-based similarity). Given two records r1 and r2, the semantic-based similarity of r1 and r2 is defined as
sbsðr1; r2Þ ¼
P
ðti ;tjÞ2Mwiwjsbsðti; tjÞ
kr1 �Mk � kr2 �Mk ð15Þ
where wi; wj denote the weight of token ti; tj respectively, and sbsðti; tjÞ denotes the semantic-based similarity between ti

and tj in the token correlation set M of r1 and r2. M is the set which contains all pairs of ðti; tjÞ, where ti 2 r1; tj 2 r2 and
sbsðti; tjÞ– 0.
5.2. Semantic based correlation similarity

Analogy to our definition of corðt1; t2Þ, we define the semantic-based correlation scorðt1; t2Þ in this section. Let ti and tj be
tokens in r1 and r2, we define scorðti; tjÞ as follow:
scorðti; tjÞ ¼
1 ti ¼ tj

0 ti – tj and ti 2 r2 and tj 2 r1

aPrðtijtjÞ � PrðtjjtiÞ þ ð1� aÞsbsðti; tjÞ ti R r2 or tj R r1

8><
>: ð16Þ
In the first and the second cases, scor similarity value is the same as cor. In the third one, semantic-based similarity and
our correlation similarity are combined together, with a factor a, in the range of ½0;1�. The proportion of contribution by
correlation and semantic similarity could be controlled by a according to specific application scenarios.

Definition 6 (Semantic-based Correlation Weight).
scowðtiÞ ¼ wi þ
P

tj2rwj � scorðtj; tiÞ
jrj ð17Þ
Definition 7 (Semantic-based Correlation similarity). Given two records r1 and r2, the semantic-based correlation similarity of
r1 and r2 is defined as
scorðr1; r2Þ ¼
P
ðti ;tjÞ2Mwiwjscorðti; tjÞ
kr1 �Mk � kr2 �Mk ð18Þ
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where wi; wj denote the weight of tokens ti; tj respectively, scorðti; tjÞ denotes the probabilistic semantic-based correlation
between ti and tj in the token correlation set M of r1 and r2, and kr1 �Mk; kr2 �Mk denote the sizes w.r.t. semantic-based
correlations M of r1; r2, respectively.
Corollary 1. The semantic-based correlation similarity function is a generalization of the cosine similarity function. If the
minimum correlation threshold is set to g ¼ 1, the semantic-based correlation similarity is equivalent to the cosine similarity.
Proof. Similar to the proof of Theorem 2, we assume that there exist two different tokens ti 2 r1; tj 2 r2; ti – tj with corre-
lation scorðti; tjÞ ¼ 1. We have Prðti j tjÞ ¼ Prðtj j tiÞ ¼ 1, and simðti; tjÞ ¼ 1, which means that tokens ti and tj always appear
together in the same record. But tokens ti 2 r1; tj 2 r2; ti – tj with correlation corðti; tjÞ ¼ 1 do not exist.

Consequently, we have
1 http
kr1 �Mk ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

ðti ;tiÞ2M
ðw2

i scorðti; tiÞÞ þ
X

ti2r1nr2
w2

i

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
ti2r1\r2

w2
i þ

X
ti2r1nr2

w2
i

q
¼ kr1k;
which is similar for r2. Moreover, the correlation threshold g ¼ 1 implies
X
ðti ;tjÞ2M

wiwjscorðti; tjÞ ¼
X
ti¼tj

wiwj:
With the above two derivations, we have simðr1; r2Þ ¼ cosðr1; r2Þ. h
6. Experimental evaluation

In this section, we report experimental results. Section 6.1 evaluates the performance of our probabilistic correlation-
based techniques with various settings. And Section 6.2 presents the comparison with existing approaches.

Dataset. We employ two datasets in our experiments, Cora and Restaurant.1 The first dataset Cora, prepared by McCallum
et al. [19], consists of 1295 citation records of 122 research papers. The average length of records in Cora is 23.53 (i.e., the aver-
age number of word tokens in records separated by blank). The Restaurant data set, prepared by Tejada et al. [28], consists of 864
restaurant name and address records with 112 duplicates. The average length of records in Restaurant is 9.34.

Data preparation. We merge all the information in each record together in an unstructured text record. In the second
experiment, in order to simulate and test a dirty dataset with different data missing rates, we also remove words in the
records randomly with certain miss rates. For example, a dataset with a missing rate of 0.2 means that 20% words are miss-
ing in the dataset. For each pair of records in the dataset, we compute the similarity to determine whether or not these two
records describe the same entity.

Effectiveness criteria. We adopt f-measure with precision and recall [29] as the criteria to evaluate the effectiveness of
different similarity measures,
precisionðSa; Sf Þ ¼
jSa \ Sf j

Sf
;

recallðSa; Sf Þ ¼
jSa \ Sf j

Sa
;

f -measureðSa; Sf Þ ¼
2 � recallðSa; Sf Þ � precisionðSa; Sf Þ

recallðSa; Sf Þ þ precisionðSa; Sf Þ
;

where Sa means actual pairs of records which represent the same entity and Sf means pairs of records found with high sim-
ilarity value. All of these three metrics are in the range of ½0;1�. Precision denotes the correctness of answers, while Recall
denotes the completeness of answers. f-Measure is the balance of precision and recall and can be regarded as the overall
accuracy performance.

Token generation. In the preprocessing of unstructured records, we first cut the records into tokens. In the word token-
based approach, the records are split by the separator ’ ’, i.e., blank. For the q-grams tokens, according to the study of Gravano
et al. [9], we set q ¼ 3. For example, ‘‘Very Large’’ is cut to a set of 3-grams {‘‘Ver’’,‘‘ery’’,‘‘ry ’’,‘‘y L’’,‘‘ La’’,‘‘Lar’’,‘‘arg’’,‘‘rge’’}.

6.1. Evaluating probabilistic correlation-based similarity

In the first experiment, we observe the distribution of feature weights by using different weighting schemes in Cora. First,
we present the token weights of an example record by applying two types of feature weighting, i.e., term frequency (tf) and
correlation weight (cow). As the results show in Fig. 5, the term frequency of all tokens is equal to 1, which means all tokens
are of equal importance in the record. Then, we apply the correlation weight with phrase token to the same record in Fig. 5
://www.cs.utexas.edu/users/ml/riddle/data.html.

http://www.cs.utexas.edu/users/ml/riddle/data.html
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Fig. 5. Comparison of feature weights.

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0  0.2  0.4  0.6  0.8  1

f-m
ea

su
re

similarity

(a) Cora
cow*idf

tf*idf

 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

f-m
ea

su
re

similarity

(b) Rest
cow*idf

tf*idf

Fig. 6. f-Measure of feature weights.
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Fig. 7. Precision and recall under different minimum correlation thresholds g.
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where tokens show different weights. Rather than the equal term frequency of tokens, the correlation weight (cow) can tell
the different importance of tokens in a record. Moreover, the size of the records (i.e., the number of tokens) is reduced from
33 tokens in the term frequency (tf) approach to 24 tokens in our correlation weight (cow) approach.

In order to demonstrate the effectiveness of the correlation weight (cow), we also compare these two weighting schemes
under the same similarity function, cosine similarity. The results in Fig. 6 show the improvement of cow⁄idf even by using the
cosine similarity. All the experiments under different similarity thresholds produce higher f-measure results of cow⁄idf than
tf⁄idf. It verifies the ability of our correlation-based approach in distinguishing the importance of different tokens. In fact, the
cow⁄idf approach can achieve a better accuracy by combining it with the correlation similarity function which is discussed in
the next section.

Next, we study the impact and selection of the minimum correlation threshold g in the correlation similarity function in
Restaurant. According to Theorem 2, the correlation similarity is equivalent to the cosine similarity when we set the thresh-
old to g ¼ 1. As shown in Fig. 8, Rest dataset, when the minimum threshold g is shrinking from 1 to 0.1, more correlations
will be taken into account and the f-measure improves. If the threshold is too large, then only a few correlations will be con-
sidered in the similarity and the accuracy might be slightly improved. On the other hand, however, the accuracy is not
improved significantly from the low thresholds of g ¼ 0:3 to g ¼ 0:1. Since these correlations are too small, many of them
with low weights may not influence the results very much. Therefore, as shown in Fig. 8, the highest accuracy is achieved
with similar values when the threshold g is around 0.3. Moreover, as shown in Fig. 7, the precision under different thresholds
does not change very much, while the recall improves when more correlations are considered. The results indicate that our
similarity function could find more latent correlated pair of records by considering the token probabilistic correlations.
Meanwhile, g ¼ 0:3 gives the highest f-measure in Cora dataset.
6.2. Comparing different similarity measures

In the second experiment, we compare three similarity measures, including our probabilistic correlation-based similarity
with phrase tokens (in short, ‘‘Correlation with phrase’’), q-grams based cosine similarity with tf⁄idf (in short, ‘‘Cosine with
q-grams’’), and word token based cosine similarity with tf⁄idf (in short, ‘‘Cosine with word’’).

Cora dataset. First, we present the results of three approaches in the Cora dataset. The minimum correlation threshold of
correlation similarity is g ¼ 0:2. The results in Fig. 9 demonstrate the superiority of our correlation-based similarity measure.
We consider not only the matching tokens between records but also the probabilistic correlation of the tokens that do not
match. Therefore, our approach can detect more similar records. Furthermore, rather than the term frequency weighting
with almost the same weight of each token (equal to 1 as shown in Fig. 5), the correlation-based weighting scheme enhances
the local feature of each token in a record and improves the accuracy of the similarity measure. As shown in Fig. 9, the cor-
relation-based similarity achieves higher f-measure than the cosine similarity. The results of word tokens and q-grams in the
cosine similarity approaches are quite similar.

In order to prove that our correlation approach is significantly better than the other two approaches, we run the t-test for
f-measure in Fig. 9 In Cora dataset, t ¼ 6:5491 between correlation approach and cosine similarity, and t ¼ 9:1835 between
correlation approach and q-grams cosine similarity. For the t-test where sample number n ¼ 40, if the value of t is no less
than 2:0211, then we have a possibility of 95% to say that these two samples are significantly different. That’s to say, the
results of the t-test show that the improvement of our correlation approach is pretty obvious.

Restaurant dataset. Then, we run the experiment on the second dataset Restaurant. The minimum correlation threshold
of correlation similarity is g ¼ 0:2. As the best performance of these three approaches in Fig. 10, the correlation-based
approach outperforms the word token based cosine similarity by about 10% in terms of f-measure over Restaurant dataset.
Moreover, the cosine similarity with word tokens achieves even significantly better results than the q-grams.

All the experiments on these two datasets show that our probabilistic correlation-based similarity measure achieves
higher accuracy than the cosine similarity approaches. And the recall can be significantly improved by using the proposed
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Fig. 8. f-Measure under different minimum correlation thresholds g.
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Fig. 9. Accuracy comparison of similarity measure approaches in Cora.
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Fig. 10. Accuracy comparison of similarity measure approaches in Restaurant.
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correlation approach, compared with existing methods, while the corresponding precision keeps high. By using the proba-
bilistic correlations of tokens, we can further find the latent correlated records and consequently improve the accuracy of
similarity measure. The q-grams does not improve the performance of cosine similarity compared with the word tokens,
since the q-grams cannot contribute more than the word tokens in dealing with various data formats such as abbreviations.

Like the t-test in Cora, we also run t-test for Restaurant dataset. In the results, t ¼ 6:5541 between correlation approach
and cosine similarity, and t ¼ 9:0249 between correlation approach and q-grams cosine similarity. From the t values, we can
make the same conclusion with Cora dataset.
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Data missing rate. Finally, we evaluate the performance of three similarity measures under different data missing rates
of Cora. Fig. 11 reports the best results of each measure under several missing rates. Our correlation-based similarity
achieves a higher f-measure under all studied missing rates. When the data missing rate is high, e.g. 0.4, too many tokens
are absent from the records and the token correlations cannot be constructed accurately. Thus, the accuracy of correlation
similarity drops largely as well as the cosine similarity. Furthermore, the q-grams approach achieves a lower accuracy than
the word token approach in Cora, especially when the missing rate is high. However, in Restaurant, q-grams method drops
much slower than cosine similarity.

The experimental results demonstrate the superiority of our correlation-based approach, especially under the dataset
with data missing. Owing to the missing data, e.g. ‘‘Very Data’’ with a word ‘‘Large’’ missing, the matching pairs of tokens
reduce, which makes it difficult for cosine similarity to find the correlations between records. Even worse, the q-grams
approach reserves the connections between words, for example, the token ‘‘y D’’ of ‘‘Very Data’’. However, ‘‘y D’’ does not
appear in the original data ‘‘Very Large Data’’ without data missing. Since the record sizes are probably small, such an error
token affects the similarity value largely. Therefore, the q-grams approach conducts a worse performance than the word
token approaches in Cora, due to the error tokens caused by data missing.

In Restaurant we exploit another method to generate error in data file. When data missing rate is 20 percent, the letter ‘‘a’’
has a probability of 0.2 to be attached to a single word. For example, we may change the word ‘‘very’’ to ‘‘avery’’. With this
method, it’s reasonable that the q-grams method performs better than cosine similarity, cause that the 3-grams keep
unchanged.

In summary, our probabilistic correlation-based similarity is effective in dealing with various information formats such as
abbreviation and data missing. The experimental evaluation shows the effectiveness of our approach, including the correla-
tion-based feature weighting scheme and the correlation similarity function. The probabilistic correlation-based similarity
measure achieves higher accuracy than the cosine similarity measures with either word tokens or q-grams.
6.3. Comparison with semantic-based similarity

In this section, we compare our semantic-based correlation similarity in two datasets by changing the parameters of a
and g in Figs. 12 and 13. Both Restaurant and Cora show that a moderately large value of a and g give the highest f-measure.
Nevertheless, the semantic-based correlation method performs better than semantic-based similarity, correlation similarity
and cosine similarity.

Next, we compare our semantic-based correlation similarity (in short, ‘‘sbc⁄idf–sbc’’) and the semantic-based similarity
(in short, ‘‘tf–idf–sbs’’). Again, we use three figures to show the superiority of our scor method in both datasets in Fig. 14.
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In both dataset, scor method gives a higher largest f-measure than sbs method.
Data missing rate. Finally, we evaluate the performance of these two similarity measures under different data missing

rates. Fig. 15 reports the highest f-measure score of each method under several missing rates. We introduce errors by ran-
domly attaching letters to words, similar to the previous experiment settings.
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In Cora, the accuracy of scor method drops much slower than the sbs method. Meanwhile, in Restaurant, although the
accuracies of both methods decrease significantly with the increase of missing rate, scor always performs better than sbs
in all data missing rates.

All the experiments about semantic-based methods show that our semantic-based correlation performs better than the
semantic-based similarity, especially when data contains many errors.
7. Related work

In this paper, we concentrate on the similarity measure on unstructured text records in databases and concern several
issues in this application, i.e., the length of the record is always short and the information in such a short record are limited.

One solution for addressing the problem is to conduct data cleaning and formatting first, by segmenting unstructured text
records into structured entities with certain attributes [3] or recovering missing values [30]. Then, the similarity evaluation
can be performed on records with certain attributes rather than unstructured data, which has been studied for decades
[8,10]. Correlations between multi-attributes of records are considered. For the entity extraction approach, text segmenta-
tion [3] is adopted as a word token based entity extraction from unstructured data. Probabilistic representing models [11],
including per row model, one row model, and multiple row model, are also developed. Moreover, external dictionary [6]
is exploited to improve entity extraction. Xi et al. [31] use a unified relationship matrix to represent and detect latent
relationships among heterogeneous data objects of multi-domains.

Another alternative approach is to perform similarity measures directly on text records, by utilizing full text retrieval
techniques. Cohen [4] proposes a word token based cosine similarity with tf⁄idf which can detect the similarity of records
with various word order and data missing. Gravano et al. [9] propose a more effective approach by using q-grams, which
can handle spelling errors. The correlations of tokens are ignored in these kinds of vector space model [24] based approaches.
Furthermore, learnable similarity metrics have been investigated in recent studies. Jin et al. [15] propose a supervised term
weighting scheme by considering the correlation between the word frequency and category information of documents.
Bilenko et al. [2] compute the comparison similarity vector of two records and classify the vector as similar or not with a
similarity value output. Sarawagi et.al. [25] propose an active learning approach by picking up the most uncertain data
which will be labeled manually.

Compared with the above related work, our probabilistic correlation-based approach performs the similarity evaluation
on the records without segmenting them into certain attributes and considers the probabilistic correlation of tokens rather
than among attributes.

Moreover, Hofmann [13,14] proposes the probabilistic latent semantic analysis (PLSA), which also addresses the problem
of different words with a similar meaning or the same concept. The aspect model is used as a latent class of posterior
probabilities to compute the joint probability over documents and word tokens. However, the probabilistic latent semantic
analysis as an extension of latent semantic analysis LSA [7] is a type of dimension reduction technique. Rather than removing
the tokens, our correlation-based similarity enriches the correlation between tokens and finds the correlations between
tokens without any class knowledge. In fact, we can still apply our similarity measure after dimension reduction operations,
such as PLSA.

The retrieval of small text snippets as the sentence level is also studied by learning from certain training data. Li and Croft
[17,16] learn sentence level information patterns from the training data to identify potential answers. Murdock and Croft
[20] conduct the sentence retrieval as translations from the query to the results. A parallel corpus have to be exploited
for training the translation model. Without requiring training data, usually domain specific, our proposed method seeks
the correlations inside databases for general purposes.

The semantic-based similarity, such as [18,22], employs WordNet to measure the similarity between two words. The main
idea is that the shorter the path of two words in taxonomy is, the more similar they are. Indeed, these semantic-based meth-
ods are similar to our correlation when exploring relationships between two words. The major difference is that we explore
the correlations inside the dataset, without any external sources such as WordNet.
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8. Conclusions

In this paper, we propose a novel similarity measure for text records based on the probabilistic correlation of tokens.
We define the probabilistic correlation between two word tokens as the probability that these tokens appear in the same
records. Then we merge words with high correlations into phrase and extend the correlation between phrase tokens.
A feature weighting scheme is performed based on the intra-correlation of tokens in a record. Furthermore, we develop a
correlation-based similarity function, which is also based on the token probabilistic correlation. Rather than the dot product
of two records in the cosine similarity function, we consider the inter-correlation of tokens in two records in our correlation
similarity function. Indeed, we show that the proposed correlation measure is a generalization of the existing cosine
similarity.

In the analysis, we show that our probabilistic correlation-based similarity measure is effective in dealing with various
information formats such as abbreviation and data missing. Furthermore, the extensive experimental results also verify that
our approach achieves higher accuracy than that of the cosine similarity on measuring the similarity of text records.
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