
Materialization and Decomposition of
Dataspaces for Efficient Search

Shaoxu Song, Student Member, IEEE, Lei Chen, Member, IEEE, and Mingxuan Yuan

Abstract—Dataspaces consist of large-scale heterogeneous data. The query interface of accessing tuples should be provided as a

fundamental facility by practical dataspace systems. Previously, an efficient index has been proposed for queries with keyword

neighborhood over dataspaces. In this paper, we study the materialization and decomposition of dataspaces, in order to improve the

query efficiency. First, we study the views of items, which are materialized in order to be reused by queries. When a set of views are

materialized, it leads to select some of them as the optimal plan with the minimum query cost. Efficient algorithms are developed for

query planning and view generation. Second, we study the partitions of tuples for answering top-k queries. Given a query, we can

evaluate the score bounds of the tuples in partitions and prune those partitions with bounds lower than the scores of top-k answers. We

also provide theoretical analysis of query cost and prove that the query efficiency cannot be improved by increasing the number of

partitions. Finally, we conduct an extensive experimental evaluation to illustrate the superior performance of proposed techniques.

Index Terms—Dataspaces, materialization, decomposition.
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1 INTRODUCTION

DATASPACES are recently proposed [1], [2] to provide a

co-existing system of heterogeneous data. The impor-

tance of dataspace systems has already been recognized

and emphasized in handling heterogeneous data [3], [4],

[5], [6], [7]. In fact, examples of interesting dataspaces are

now prevalent, especially on the Web [3].
For example, Google Base1 is a very large, self-describing,

semistructured, heterogeneous database. We illustrate several

dataspace tuples with attribute values in Fig. 1 as follows:

each entry Ti consists of several attributes with correspond-

ing values and can be regarded as a tuple in dataspaces. Due

to the heterogeneity of data, which are contributed by users

around the world, the data set is extremely sparse.

According to our observations, there are total 5,858

attributes in 307,667 tuples (random samples), while most

of these tuples only have less than 30 attributes individually.
Another example of dataspaces is from Wikipedia,2

where each article usually has a tuple with some attributes

and values to describe the basic structured information of

the entry. For instance, a tuple describing the Nikon

Corporation may contain attributes like (founded:Tokyo

Japan 1917), (industry: imaging), (products: cameras) . . . }.

Such interesting tuples could not only be found in article

entries but also mined by advanced tools such as Yago [8] in

the DBPedia project.3 Again, the attributes of tuples in

different entries are various, while each tuple may only

contain a limited number of attributes. Thereby, all these

tuples from heterogeneous sources form a huge dataspace

in Wikipedia.
Due to the heterogeneous data, there exist matching

correspondences among attributes in dataspaces. For ex-

ample, the matching correspondence between attributes

manu and prod could be identified in Fig. 1, since both of

them specify similar information of manufacturer of

products. Such attribute correspondences are often recog-

nized by schema mapping techniques [9]. In dataspaces, a

pay-as-you-go style [5] is usually applied to gradually

identify these correspondences according to users’ feedback

when necessary.
Once the attribute correspondences are recognized, the

keywords in attributes with correspondences are said
neighbors in schema level. For example, keywords Apple in
attributes manu and prod are neighbor keywords, since
manu and prod have correspondence. Consequently, a
query with keyword neighborhood in schema level [10]
should not only search the keywords in the attributes
specified in the query, but also match the neighbor
keywords in the attributes with correspondences. For
example, a query predicate (manu : Apple) should search
keyword Apple in both the attributes manu and prod,
according to the correspondence between manu and prod.

To support efficient queries on dataspaces, Dong and

Halevy [10] utilize the encoding of attribute-keywords as

items and extend the inverted index to answer queries.

Specifically, each distinct attribute name and value pair is

encoded by a unique item. For instance, (manu : Apple) is

denoted by the item I1. Then, each tuple can be represented

by a set of items. Similarly, the query input can also be

encoded in the same way. Since the data are extremely
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sparse, the inverted index can be built on items to support
the efficient query answering.

In this paper, from a different aspect of query optimiza-
tion, we study the materialization and decomposition of
dataspaces. The idea of improving query efficiency with
keyword neighborhood in schema level follows two
intuitions: 1) the reuse of contents of a query, and 2) the
pruning of contents for a query.

Motivated by the neighbor keywords that are queried
together, we study the materialization of views of items in
order to reuse the computation. Intuitively, due to the
correspondence of attributes, keywords in neighborhood in
schema level are always searched together in a same
predicate query. For example, a query on (manu : Apple)
will always search (prod : Apple) as well. Therefore, we can
cache the search results of (manu : Apple) and (prod : Apple),
as a materialized view in dataspaces. Such view results could
be reused in different queries. When multiple views are
available, it leads us to the problem of selecting the optimal
query plans on materialized views.

To answer the top-k query, we study the pruning of
unqualified partitions of tuples. Specifically, tuples in
dataspaces are divided into a set of nonoverlapping groups,
namely, partitions. When a query comes, we develop the
score bounds of the tuples in partitions. After processing
the tuples in some partitions, if the current top-k answers
have higher scores than the bounds of remaining partitions,
then we can safely prune these remaining partitions
without evaluating their tuples.

1.1 Contribution

To our best knowledge, this is the first work on studying
materialization and decomposition of dataspaces for effi-
cient search. Following the previous work by Dong and
Halevy [10], the attribute-keyword model is also utilized in
this study. Although our techniques are motivated by
queries with keyword neighborhood in schema level in
dataspaces, the proposed idea of materialization and
decomposition is also generally applicable to attribute-
keyword search over structured and semi-structured data.
Our main contributions in this paper are summarized by:

1. We study the query planning on item views that are
materialized in dataspaces. The materialization
scheme in dataspaces is first introduced, based on
which we can select a plan with minimum cost for a
query. The optimal planning problem can be
formulated as an integer linear programming problem.
Thereby, we investigate greedy algorithms to select

the near optimal query plan, with relative error
bounds on the query cost.

2. We discuss the generation of item views to minimize
the query costs. Obviously, the more the materialized
views are, the better the query performance is.
However, real scenarios usually have a constraint on
the maximum available disk space for materialization.
Thereby, we also study greedy heuristics to generate
views that can possibly provide low cost query plans.

3. We propose the decomposition of dataspaces to
support efficient top-k queries. The decomposition
scheme in dataspaces is first introduced, where
tuples are divided into nonoverlapping partitions.
The score bounds for the tuples in a partition to the
query are theoretically proved. Safe pruning is then
developed based on these score bounds in parti-
tions. It is notable that we are not proposing a new
top-k ranking method. Instead, our partitioning
technique is regarded as a complementary work to
the previous merge operators. Thereby, advanced
merge methods, such as TA family methods [11],
[12], can be cooperated together with our ap-
proaches as presented in experiments.

4. We develop a theoretical analysis for the cost of
querying with partitions. We provide the analysis of
pruning rate and query cost by using the self-
similarity property, which is also verified by our
experimental observations. According to the cost
analysis, we cannot always improve the query
efficiency by increasing the number of partitions.
The generation of partitions is also discussed
according to the cost analysis.

5. We report an extensive experimental evaluation.
Both the materialization of item views and the
decomposition of tuple partitions are evaluated in
querying over real data sets. Especially, the decom-
position techniques can significantly improve the
query time performance. Moreover, the hybrid
approach which combines views and partitions
together can always achieve the best performance
and scales well under large data sizes. In addition,
the experimental results also verify our conclusions
of cost analysis, that is, we can improve the query
performance by increasing the number of views but
not that of partitions.

The remainder of this paper is organized as
follows: first, we introduce the preliminary of this
study in Section 2. Section 3 develops the planning of
queries with materialization on views of items. In
Section 4, we propose the pruning on partitions for
merging and answering top-k queries. Section 5
reports our extensive experimental evaluation. We
discuss the related work in Section 6. Finally, Section 7
concludes this paper.

2 PRELIMINARY

In this section, we introduce some preliminary settings of
existing work, including the query and index of datas-
paces. The notations frequently used in this paper are
listed in Table 1.
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2.1 Data

We first introduce the model to represent the data. As the
encoding system presented in [10], we can use pairs of
(attribute : keyword) to represent the content of a tuple. For
example, the attribute value (manu : Apple Inc.) can be
represented by {(manu : Apple), (manu : Inc.)}, if each word
is considered as a keyword. Let item I be a unique identifier
of a distinct pair. We can represent each tuple T as a set of
items, that is, T ¼ fI1; I2; . . . ; IjT jg.

Assume that I is the set of all the items in dataspaces.
We use the vector space model [13] to logically represent
the tuples.

Definition 2.1 (Tuple Vector). Given a tuple T , the
corresponding tuple vector t is given by

t ¼ ðt1; t2; . . . ; tjI jÞ; ð1Þ

where ti denotes the weight of item Ii in the tuple T , having
0 � ti � 1.

For example, the weight ti ¼ 1 of item Ii denotes Ii 2 T ;
otherwise 0 means Ii 62 T . Advanced weight schemes, such
as term frequency and inverse document frequency [13] in
information retrieval, can also be applied. Without loss of
generality, we adopt the tf*idf score in this work.

2.2 Attribute Correspondence

The correspondence between two attributes (e.g., manu
versus prod) is often recognized by schema mapping
techniques [9] in data integration. The main principles of
techniques include data instances matching, linguistic
matching of the schema element names, schema structural
similarities, and domain knowledge including user feed-
back (see [9] for a survey). In dataspaces, the matching
correspondence between attributes are often incrementally
recognized in a pay-as-you-go style [5], e.g., gradually
identified according to users’ feedback when necessary.

Let Ai;Bi be two attributes with matching correspon-
dence, denoted by Ai $ Bi. Any keywords wi appearing in
Ai;Bi are said neighbors. For instance, we consider a
matching correspondence of attributes manu$ prod. It

states that keywords wi appearing in manu and prod are
said neighbor keywords, e.g., (manu : Apple) and (prod :
Apple). Since the correspondence between the same
attribute is straightforward, a keyword can always be
regarded as a neighbor to itself, such as (prod : Apple) and
(prod : Apple).

2.3 Query

In this paper, we consider queries with a set of attribute
and keyword predicates, e.g., (manu : Apple) and (post :
Infinite). Thus, the query inputs can be represented in the
same way as tuples in dataspaces.

As discussed in [10], the query with keyword neighbor-
hood in schema level over dataspaces should not only
consider tuples with matched keywords on the attributes
specified in the query, but also extend to the attributes with
correspondence according to the keyword neighborhood.

For example, we consider a query

Q ¼ fðmanu : AppleÞ; ðpost : InfiniteÞg:

The query evaluation searches not only in the manu and
post attributes specified in the query, but also in the
attributes prod and addr according to the attribute corre-
spondences manu$ prod and addr$ post, respectively.

Definition 2.2. A disjunctive query with keyword neighbor-
hood in schema level, Q ¼ fðA1 : w1Þ; . . . ; ðAjQj : wjQjÞg,
specifies a set of attribute-keyword predicates. It is to return all
the tuples T in dataspaces with neighbor keywords to Q with
respect to attribute correspondence, i.e., for an attribute Ai of
Q, we can find a Bi of T , such that Ai $ Bi and
ðBi : wiÞ 2 T .

Obviously, there may exist multiple attributes Bi

associated to an attribute Ai according to Ai $ Bi. The
disjunctive query only needs that one of them is true, i.e.,
considering “OR” logical operator between different attri-
bute matching correspondences

_
ðBi:wiÞ2T

Ai $ Bi:

For instance, we consider the above Q ¼ fðmanu :
AppleÞ; ðpost : InfiniteÞg. According to the attribute match-
ing correspondences manu$ prod and addr$ post, a tuple
T is considered as a candidate answer, if T either contains
keyword Apple in manu or prod or contains Infinite in post
or addr. Therefore, we can evaluate the query by finding all
tuples T such that

ððmanu : AppleÞ 2 T _ ðprod : AppleÞ 2 T Þ_
ððpost : InfiniteÞ 2 T _ ðaddr : InfiniteÞ 2 T Þ:

Let Q̂ be the neighbor predicates of a query Q, i.e., a set of
items with keyword neighborhood in schema level to the
query Q,

Q̂ ¼ fðBi : wiÞjBi $ Ai; ðAi : wiÞ 2 Qg:

The disjunctive query returns tuples T that match at least
one predicate in Q̂. For example, we have neighbor
predicates Q̂ for the above query Q ¼ fðmanu : AppleÞ;
ðpost : InfiniteÞg as follows:
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Q̂ ¼ fðmanu : AppleÞ; ðprod : AppleÞ; ðpost : InfiniteÞ;
ðaddr : InfiniteÞg:

Let q be the corresponding tuple vector of neighbor
predicates Q̂ of a query Q, where qi ¼ 1 for Ii 2 Q̂ and 0
otherwise. Then, the ranking score between any tuple T and
the query Q can be computed by score aggregation
functions on neighbor predicates. Without loss of general-
ity, we should support any scoring function that satisfies
monotonicity [11]. For example, we can consider the
intersection of vectors of the tuple T and neighbor
predicates Q̂, which is widely used in keyword search
studies [14]

scoreðQ̂; T Þ ¼ kq � tk ¼
XjI j
i¼1

qiti ¼
X
Ii2Q̂

ti: ð2Þ

Therefore, to evaluate the ranking score between Q and T ,
we are essentially required to compute

P
Ii2Q̂ ti with respect

to neighbor predicates Q̂.
It is notable that different attribute correspondences of

an attribute require an OR operator. This “OR” semantics
for the query with keyword neighborhood in schema level
is different from the CompleteSearch [15]. Specifically,
CompleteSearch indicates an “AND” operator of predi-
cates. For example, in CompleteSearch, the query (manu :
Apple), (prod : Apple) will return tuples containing both
(manu : Apple) and (prod : Apple). Those tuples, which
contain one of predicates or none of them, can be directly
ignored. Instead, in dataspace query with OR operator,
tuples having only part of the predicates will also be
considered and ranked as candidates. Such OR logical
semantics are necessary for querying with keyword
neighborhood on attributes with correspondence, since
more than one attribute may be associated to an attribute
according to attribute correspondence and the query only
needs that one of them is matched with respect to
neighbor keywords.

2.4 Index

Indexing of dataspaces has been studied by Dong and
Halevy [10], which extends inverted index for dataspaces.
The inverted index, also known as inverted files or inverted lists
[16], [17], [18], consists of a vocabulary of items I and a set
of inverted lists. Each item Ii corresponds to an inverted list
of tuple IDs, usually sorted in a certain order, where each ID

reports the item weight ti in that tuple.
In Fig. 2, we use an example to illustrate the index

framework. The data set consists of 10 tuples (denoted by 1-
10) with an item vocabularyI ¼ fðA : aÞ; ðB : aÞ; . . . ; ðL : gÞg,
having jI j ¼ 12. In the inverted lists, for each item (an
attribute and keyword pair such as (manu : Apple)), we have a
pointer referring to a specific list of tuple IDs, where the item
appears. For instance, Fig. 2b shows an example of the
inverted lists of item ðD : dÞ, which indicates that the
keyword d appears in the attribute D of tuples 2, 3, 5, 8, 10.
In the real implementation, each tuple ID in the list is
associated with a weight value ti.

Definition 2.3. Consider the neighbor predicates Q̂ of a query Q.
Let L be the set of lists corresponding to the items in neighbor
predicates Q̂, respectively. The merge operator � returns a

new list of tuples, by merging the lists in L, with scoreðQ̂; T Þ
on each tuple T .

For example, consider a query Q ¼ fðA : aÞ; ðC : cÞ;
ðD : dÞg. Suppose that there exists attribute correspondence
A$ B. Thereby, we have the neighbor predicates
Q̂ ¼ fðA : aÞ; ðB : aÞ; ðC : cÞ; ðD : dÞg. The merge operator
computes

P
Ii2Q̂ ti for each tuple T that appears in the lists

of items ðA : aÞ; ðB : aÞ; ðC : cÞ; ðD : dÞ.
Let ci ¼ OðsiÞ ¼ �si þ r, where � is a constant, si is the

size of the list of item Ii and r is a constant time of random
access. Then, the merging cost can be estimated by

P
Ii2Q̂ ci.

Advanced merge methods, such as threshold algorithm
(TA) [19], combined algorithm (CA) [11] or IO-Top-K [12], can
be applied to merge inverted lists. When such TA-family
methods are utilized, the above

P
Ii2Q̂ ci is then an upper

bound of estimated merge cost. In the following, instead of
proposing a new merge operator for inverted lists, we focus
on advanced techniques that are built upon the available
merge operators to further improve the query efficiency.

3 PLANNING WITH MATERIALIZATION

According to the attribute correspondence, e.g., addr$ post,
each query predicate on attribute addr has to conduct a search
on attribute post as well. In other words, those neighbor
keywords on addr, post are often searched together in
predicate queries with keyword neighborhood in schema
level. Intuitively, we would like to cache these query results
for reuse.

In relational databases, a view consists of the result set of
a query, which can be materialized to optimize queries.
Similarly, in this study, we introduce the view on a set of
items (query predicates) in dataspaces to speed up the
query processing. Specifically, the merge results of item sets
are materialized, and then queries can utilize these
materialized views. It raises two questions 1) how to select
the views of items to materialize, and 2) how to utilize the
materialized views to minimize the query cost.

Note that the techniques discussed as follows are also
applicable in attribute-keyword search over structured and
semi-structured data, since the data in dataspaces are
modeled by attribute-keyword as well. However, due to
the OR operator of predicates that should be considered for
queries with keyword neighborhood in schema level, our
current techniques can only support general attribute-
keyword queries with OR operator.
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3.1 Materialization

We first introduce the concept of materialization. Let view V

be a set of items (attribute-keyword pairs). By applying the
merge operation �, we get a new list of tuples with
corresponding scoreðV ; T Þ. This list is stored in the disk as
the materialization of view V .

In Fig. 3, we show an example of materialized lists of item

views. For instance, we have neighbor keywords a in ðA : aÞ
and ðB : aÞ according to the attribute correspondenceA$ B.

The first view, denoted by V1 ¼ fðA : aÞ; ðB : aÞg, materi-

alizes the merge results of lists corresponding to items ðA : aÞ
and ðB : aÞ in the example of Fig. 2. Those items appearing

together frequently may also be materialized as well, e.g.,

V4 ¼ fðD : dÞ; ðE : eÞg where ðD : aÞ; ðE : eÞ may frequently

appear together in tuples or queries.

Let V denote the view scheme, i.e., the set of views that are

materialized. Since all the original items are already stored,

we can treat each item as a single size view, that is, I � V.

3.2 Standard Query Plan

Given a query Q, a query plan P of Q is a set of views,
having P � V, which can be used to evaluate scoreðQ̂; T Þ for
each possible tuple T . Since various views are available in a
view scheme V, it leads to study the selection of optimal
plan P with the minimum query cost.

3.2.1 Formalization

We first formalize the definition of query plan P. Let vij ¼ 1

denote that view Vj contains item Ii; otherwise, vij ¼ 0 means
not containing, having i ¼ 1; . . . ; jI j and j ¼ 1; . . . ; jVj. Let
qi ¼ 1 denote that item Ii is contained in the neighbor
predicates Q̂ of a query Q; otherwise, qi ¼ 0, having
i ¼ 1; . . . ; jIj.
Definition 3.1. Given a query Q, a feasible standard plan P is a

subset of all views, P � V, having

X
j

vijxj ¼ qi; i ¼ 1; . . . ; jI j;

xj ¼
1; if Vj 2 P;
0; if Vj 62 P;

�
j ¼ 1; . . . ; jVj:

During the query evaluation, lists corresponding to the
views in P are merged by using the merge operator � in
Definition 2.3. It is notable that a feasible plan requiresP

j vijxj ¼ qi as illustrated in Definition 3.1, i.e., no
duplicate items in P. As presented in the following, such
requirement is necessary for computing the ranking scores
of tuples. We first prove that the standard plan can evaluate
scoreðQ̂; T Þ for each possible tuple T .

Lemma 1. Let P be a feasible query plan for a query Q. For any

tuple T , we have scoreðQ̂; T Þ ¼
P

V 2P scoreðV ; T Þ.

Proof. According to the score function in (2), we have

X
V 2P

scoreðV ; T Þ ¼
X
j

xjscoreðVj; T Þ

¼
X
j

xj
X
i

vijti

¼
X
i

X
j

xjvijti

¼
X
i

qiti ¼ scoreðQ̂; T Þ;

where i ¼ 1; . . . ; jIj and j ¼ 1; . . . ; jVj. tu
For example, we consider a query Q ¼ fðA : aÞ; ðC : cÞ;

ðD : dÞg in Fig. 4. According to the attribute correspondence,
A$ B, we have

Q̂ ¼ fðA : aÞ; ðB : aÞ; ðC : cÞ; ðD : dÞg:

Suppose that the view V1 ¼ fðA : aÞ; ðB : aÞg is materialized.
A feasible standard plan can be P ¼ fV1; ðC : cÞ; ðD : dÞg.
The formula

P
j vijxj ¼ qi semantically denotes that the

union of views Vj 2 P is exactly the neighbor predicates Q̂
of query Q, i.e.,

S
Vj2P Vj ¼ Q̂. In fact, we can further

develop the following properties of feasible plans.

Lemma 2. For any view V in a feasible standard plan P, we have

V � Q̂.

Proof. Assume that there exists an item Ii having Ii 2 V but
Ii 62 Q̂. Thus, we have

P
j vijxj � 1 > qi ¼ 0, which

contradicts the definition of feasible P. tu
Lemma 3. For any two views V1 and V2 in a feasible standard

plan P, we have V1 \ V2 ¼ ;.
Proof. Assume that there exists an item Ii having
Ii 2 V1 \ V2. Thus, we have

P
j vijxj � 2 > 1 � qi, which

contradicts the definition of feasible P. tu

3.2.2 Optimal Plan

First, recall that all the original items are already
materialized, i.e., I � V. Therefore, given any query Q, a
feasible plan always exists, that is, P ¼ Q̂. Next, we study
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the selection of query plans with the minimum cost. Let cj
be the cost of retrieving the materialized list of view Vj as
defined in Section 2. Then, the cost of plan P can be
estimated by

P
j cjxj.

Definition 3.2. The problem of selecting the optimal standard
query plan is to determine the x for P, having

minimize
X
j

cjxj

subject to
X
j

vijxj ¼ qi; i ¼ 1; . . . ; jI j;

xj 2 f0; 1g; j ¼ 1; . . . ; jVj;

which is a 0-1 integer programming or binary integer
programming problem.

Unfortunately, the 0-1 integer programming problem with
nonnegative data is equivalent to the set cover problem,
which is NP-complete [20]. Therefore, we explore the
approximate solutions by greedy algorithm.4

3.2.3 Greedy Algorithm

Intuitively, in each step of adding a view into P, we can
greedily select the view Vj with the minimum cost of each
item unit, i.e., the minimum ratio

cj
jVjj , where cj denotes the

cost of Vj and jVjj means the size of view Vj, such as
jVjj ¼

P
Ii2Vj si.

According to Lemma 2, not all the views Vj 2 V should
be considered for a specific Q. Instead, as presented in line 3
of Algorithm 1, we only need to evaluate the views that are
contained by neighbor predicates Q̂, i.e., Vj � Q̂. Moreover,
since any two views in a feasible plan are nonoverlapping
(Lemma 3), we can remove the items of the currently
selected view Vk from Q̂ in each step and stop till Q̂ ¼ ;.

Algorithm 1. Standard Planning SP(Q)

1: P :¼ ;
2: Q̂ :¼ neighbor predicates of Q according attribute

correspondence
3: while Q̂ 6¼ ; do

4: k :¼ arg minj
cj
jVjj ; Vj � Q̂

5: P :¼ P [ Vk
6: Q̂ :¼ Q̂ n Vk
7: return P

Let d be the size of the largest view Vj � Q̂ and Hd be the
dth harmonic number, having Hd ¼

Pd
k¼1

1
k . Then, the relative

error of greedy approximation is bounded as follows:

Corollary 1. [22] The cost of the plan returned by the greedy
algorithm SP is at most Hd times the cost of the optimal plan.

3.3 General Query Plan

Note that the standard plan only contains views that are
subsets of the neighbor predicates Q̂ of a query Q. However,
the views with items not in Q̂ can be used in the query
evaluation as well. For example, in Fig. 4, we can also utilize
the view V2 by removing the item ðE : eÞ (not requested by Q̂)
from V2. Moreover, if both V2 and V4 are considered, then the

item ðD : dÞwill be counted twice in the score function which

contradicts to the correctness in Lemma 1. Therefore, we

need to deduct the items such as nonrequested ðE : eÞ or

duplicate ðD : dÞ. The operator of removing corresponding

lists is defined as follows, namely, the negative merge operator.

Definition 3.3. Consider a set of items, e.g., V . Let L be the set of

lists corresponding to the items in V , respectively. The

negative merge operator � returns a new list of tuples, by

merging the lists in L, with negative-scoreðV ; T Þ on each

tuple T .

It is notable that the negative merge employs negative

score values, which still satisfy the monotonicity of score

functions. Therefore, TA family methods [11] can still

be utilized for negative merge. As illustrated in the

following, lists with both positive scores and negative

scores in a general query plan are merged together by

using a TA-style algorithm.
We define the general query plan with both the merge

operator � and the negative merge operator �. Let vij and

qi have the same semantics as the standard plan in

Definition 3.1.

Definition 3.4. Given a query Q, a general plan P consists of

two subsets of all views, P� � V and P� � V, having

X
j

vijðxþj � x�j Þ ¼ qi; i ¼ 1; . . . ; jIj;

xþj ¼
1; if Vj 2 P�;
0; otherwise;

�
j ¼ 1; . . . ; jVj;

x�j ¼
1; if Vj 2 P�;
0; otherwise:

�
j ¼ 1; . . . ; jVj;

Similar to Lemma 1, we can also prove that scoreðQ̂; T Þ ¼P
V 2P scoreðV ; T Þ for the general plan P. During the query

evaluation, the merge operator � and negative merge

operator � are then conducted on P� and P�, respectively.

For example, a general plan for the query Q can be

P ¼ fV �2 ; ðC : cÞ�; ðE : eÞ�g. The above definition specifies

a constraint that the union of view in P� minus the union of

views in P� is exactly Q̂ of the query Q, i.e.,

ð
S
Vj2P� VjÞ n ð

S
Vj2P� VjÞ ¼ Q̂. In fact, the standard plan is a

special case of the general plan, where P� ¼ ;.

3.3.1 Optimal Plan

We then introduce the problem of selecting the optimal

general plan with the minimum cost. The only difference

between two kinds of merge operators is their outputs of

scores, while the cost of the negative merge operator is

actually the same as the merge operator. Thereby, we can

estimate the cost of a general plan P by
P

j cjx
þ
j þ cjx�j .

Definition 3.5. The problem of selecting the optimal general

query plan is to determine the xþ for P� and the x� for P�,

having
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4. Advanced approximation approaches on solving the binary integer
programming problem can also be adopted [21], which is not the focus of
this paper.



minimize
X
j

cjx
þ
j þ cjx�j

subject to
X
j

vijx
þ
j � vijx�j ¼ qi; i ¼ 1; . . . ; jI j;

xþj 2 f0; 1g; j ¼ 1; . . . ; jVj;
x�j 2 f0; 1g; j ¼ 1; . . . ; jVj;

which is exactly the 0-1 integer programming problem.
However, the coefficients of variables x�j are negative.

Lemma 4. For an optimal general plan P, we have P� \ P� ¼ ;.
Proof. Assume that there exists a view Vj 2 P� \ P�. Then,

we can build another feasible general plan P1, P�1 ¼
P� n Vj and P�1 ¼ P� n Vj, whose cost is less than P. tu

As proved in by Dobson [23], when there are negative
entries, it is unlikely that we can guarantee the existence of
a polynomial approximation scheme with relative error
bounds. Therefore, we study the greedy heuristics.

3.3.2 Heuristics

First, we introduce a virtual (empty) view V0 with cost
c0 ¼ 0. Then each Vj � Q̂ can be represented by fV �j ; V �0 g.
Next, we consider possible pairs of fV �j ; V �l g that can be
used by the query Vj n Vl � Q̂, where j ¼ 1; . . . ; jVj and
l ¼ 0; . . . ; j� 1; jþ 1; . . . ; jVj, having l 6¼ j according to
Lemma 4. Let the ratio be

cjþcl
jVjnVl j , which denotes the average

cost of retrieving each unit of items. As presented in
Algorithm 2, similar to the SP algorithm, we can greedily
select the view pair fVk1

; Vk2
g with the minimum ratio in

each step. The view Vk1
is considered to be in P�, while Vk2

is added into P�.

Algorithm 2. General Planning GP(Q)

1: P� :¼ P� :¼ ;
2: Q̂ :¼ neighbor predicates of Q according attribute

correspondence

3: while Q̂ 6¼ ; do

4: ðk1; k2Þ :¼ arg minj;l
cjþcl
jVjnVlj ; Vj n Vl � Q̂

5: P� :¼ P� [ Vk1

6: P� :¼ P� [ Vk2

7: Q̂ :¼ ðQ̂ [ Vk2
Þ n Vk1

8: return P�;P�

Corollary 2. The cost of the general plan returned by GP

algorithm is at least no greater (worse) than the cost of the
standard plan returned by SP algorithm.

Proof. The worst case is P� ¼ ;, i.e., x�j ¼ 0 for all j, which
is exactly the solution of the SP algorithm. tu

3.4 Generating Views

Now we present how to generate the view scheme V.
Obviously, the larger the number of views in V is, the better
the query performance will be. Let S be the space of all
possible views on the item set I . The ideal scenario is to
materialize all the possible views, i.e., V ¼ S, when the
space of materialization is not limited. However, real
applications usually have a constraint on the maximum
available disk space, say M, for materialization. The
problem we address is to determine a V � S with disk
space less than M.

When there is no query log available in the beginning,
we can randomly generate views as V. Let xj ¼ 1 denotes
that the view Vj 2 S is selected to materialize in the view
scheme V; otherwise xj ¼ 0. Then the disk space cost can be
sizeðVÞ ¼

P
j sjxj. The random generation of view stops

when the space cost sizeðVÞ exceeds the limitation M.
After processing a batch of queries, we can rely on the

query log to select views for materialization. Let Q be a set
of query tuples, i.e., the query log. The straightforward
strategy is to materialize the views of item sets Vj that
appear most frequently in the query log Q. This interesting
intuition leads us to the famous frequent itemset mining
algorithms [24], [25]. Each query log can be treated as a
transaction with a set of items. Then, we can select the
frequent k-itemsets as materialized views. Existing efficient
algorithms can be utilized, such as Apriori [24] or FP-
growth [25], which are not the focuses of this paper.
However, this frequency-based strategy fails to offer
optimal views due to the favor of views with smaller sizes,
e.g., the frequency of fðC : cÞ; ðD : dÞg is always not less
than fðC : cÞ; ðD : dÞ; ðE : eÞg.

3.4.1 Cost-Based Generation

We seek the view scheme that can minimize the cost of the
query log. Let qik ¼ 1 denote that the item Ii is contained in
the neighbor predicates Q̂k of a query Qk; otherwise, not
containing. Let yjk ¼ 1 denote that the view Vj 2 S is
expected to be used in the query tuple Qk, no matter Vj is
selected in V (xj ¼ 1) or not.

Definition 3.6. The problem of generating the optimal view
scheme V is to determine a feasible x having,

minimize
X
j;k

cjxjyjk

subject to
X
j

vijxjyjk ¼ qik; i ¼ 1; . . . ; jI j; k ¼ 1; . . . ; jQj
X
j

sjxj �M

xj 2 f0; 1g; j ¼ 1; . . . ; jSj;
yjk 2 f0; 1g; j ¼ 1; . . . ; jSj; k ¼ 1; . . . ; jQj:

Then, V ¼ fVj j xj ¼ 1; Vj 2 Sg.

Similar to the query planning, we also study greedy
heuristics to solve this problem. Let fj ¼

P
k yjk be the

frequency of Vj in the neighbor predicates of query log Q.
Similarly, we can develop the greedy heuristic by the ratio

cj
jVjj

P
k yjk

¼ cj
jVjjfj

:

In each greedy step, we select the view Vj to V which has the
minimum ratio, or equivalently, the Vj that can cover
maximum number of items (jVjjfj) by each unit of cost 1

cj
.

The cost-based view generation algorithm is developed as
follows: for the initialization from lines 2-5 in Algorithm 3,
we assume that each view Vj � Q̂k can possibly be used, i.e.,
assigning yjk ¼ 1. Therefore, we have fj þþ in line 5 when
Vj � Q̂k. During each greedy step in lines 6-12, once we
decide to select a view (say Vl) into V, then all the other views
Vj (having Vj � Q̂k and Vj \ Vl 6¼ ; according to Lemmas 2
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and 3) are impossible to be used, i.e., assigning yjk ¼ 0. In
other words, we should remove such yjk ¼ 1 from fj by fj �
� in line 12. The program terminates whenQ ¼ ; or the disk
space sizeðVÞ exceeds the limitation M.

Algorithm 3. View Generation VG(Q)

1: fj :¼ 0

2: for j : 1! jSj do

3: for k : 1! jQj do

4: if Vj � Q̂k then

5: fj þþ
6: while Q 6¼ ; and sizeðVÞ �M do

7: l :¼ arg minj
cj
jVjjfj

8: V :¼ V [ Vl
9: for k : 1! jQj do

10: if Vl � Q̂k then

11: Q̂k :¼ Q̂k n Vl
12: fj �� for Vj that Vj \ Vl 6¼ ;
13: return V

Corollary 3. For any V generated by the VG algorithm, the total
cost of the queries in Q by using the optimal standard plan for
each query tuple is no worse than the cost of

P
j;k cjxjyjk.

According to the greedy strategy of selecting views, the
first chosen ones can have more effectiveness in reuse,
while those views ranked lower in the generation may
benefit the queries less. Note that some of the views have
extremely low frequency when considering the entire view
scheme space. Although the view generation is offline
processing, we can select a candidate subset of views from
the entire space as S, e.g., with frequency greater than a
threshold in the query log.

3.4.2 Updates

We mainly have two aspects of updates in dataspaces, i.e.,
updates of tuples and updates of attribute correspondences.
For the updates of tuples, we consider the inserting and
deleting tuples. During the updating, inverted lists of both
original items and their corresponding materialized views
should be addressed. Efficient approaches have already
been developed for updating inverted lists [26], which can
be applied as well.

It is notable that the attribute correspondences between
attributes in dataspaces are often incrementally recognized
in a pay-as-you-go style [5]. The neighbor predicates with
respect to neighbor keywords of query workload evolve as
well. Consequently, it leads to the updates of views in V.
For the frequency-based view scheme, it is easy to update
the frequency statistics, remove low frequency item
patterns in updated query predicates and add high
frequency item patterns to V. Those views whose frequen-
cies decrease may be replaced by new frequent views. For
the cost-based view scheme, however, we can only rely on
batch updates, due to the maintenance of yjk in fj for each
specific view Vj. Note that if the updates have to be
conducted online, the cost of updating should be consid-
ered as well. Consequently, there will be a trade-off
between the view update cost and the query cost with
respect to workload. As presented, the generation of views
has already been shown hard. Therefore, it is highly

nontrivial to find optimal updates of views with respect
to the balance of update cost and query cost.

4 MERGING WITH DECOMPOSITION

Instead of searching data in the entire space, we often
decompose the data into partitions for efficient top-k queries.
During the query processing, those partitions of tuples with
low scores to the query are then pruned directly without
evaluation. In this section, we also study the decomposition
of dataspaces for efficient query. Again, we have to address
two questions: 1) how to prune the partitions of tuples on
top-k answers, and 2) how to generate the partitions of tuples
which will have less query cost.

Recall that during the evaluation of a query, we rely on
the merge operator to merge the lists referred by the query
plan. That is, given a set of lists,5 we study the techniques
for efficiently merging the lists to return top-k answers.
Since all the tuples are decomposed into a set of partitions,
and the merge operator is then applied on each partition of
tuples, respectively. Given a query, we can develop the
bound of scores of the tuples in each partition. Therefore,
those partitions whose score bounds are lower than the
top-k answers can be pruned.

It is notable that we utilize the previous merge operators
such as TA family methods [11] to rank the answers in each
partition. Instead of proposing a new top-k ranking method,
our partitioning technique is regarded as a complementary
work to the previous merge operators. Thereby, advanced
merge methods, such as IO-top-k [12], can be cooperated
together with our decomposition.

4.1 Decomposition

Let H denotes a partition scheme, i.e., a set of
m nonoverlapping partitions of all the tuples. In other
words, each tuple T is assigned to one and only one
partition Hi 2 H; i ¼ 1; . . . ;m.

Thereby, each list can be decomposed to a set of
nonoverlapping sublists of tuples according to the partitions
of tuples. For example, as illustrated in Fig. 5, each list can
be decomposed into at most m ¼ 4 partitions. Some
partitions might be empty in a specific list. For instance,
the list of item ðA : aÞ say I1 in Fig. 2b is decomposed into
three partitions, H1; H3, and H4, while H2 is empty. It states
that the item I1 does not appear in any tuple in partition H2.

In order to compute the score bounds of the tuples in each
partition, we introduce a head structure for each list. The
head stores the following information: 1) partition ID, 2) the
bound of item weights in the partition, and 3) the pointer of
start and offset of the partition in the list. Both the head and
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Fig. 5. Decomposition on partitions of tuples.

5. Corresponding to either original items or views. For simplicity, in the
remainder of this section, we use the example of original items, which is the
same for views.



the lists of tuple partitions of an item are stored in
continuous disk blocks and can be retrieved in one random
access as the original lists.

4.1.1 Updating

During the updating (insertion or deletion of tuples), both
the lists and the head information should be updated,
including the bound of weight and also the pointers to
the partitions.

4.2 Pruning Top-k Answers

4.2.1 Bound

In order to evaluate the score bounds of the tuples in a
partition, we first introduce the formal representation of
partitions. Note that each partition also describes a set of
items, which appear in the tuples of this partition. There-
fore, similar to the tuple vector, each partition can be
logically represented by a partition vector of items.

Definition 4.1 (Partition Vector). Let H be a partition in H.
The corresponding partition vector is defined by,

h ¼ ðh1; h2; . . . ; hjI jÞ; ð3Þ

where hi is the bound of weight of the item Ii in the partition
H. Specifically, let T be any tuple in the partition H. We have

hi ¼ max
T2H
ðtiÞ; ð4Þ

where ti is the weight of item Ii in the tuple T .

Given a query Q, we can compute an intersection score
between any partitionH and the neighbor predicates Q̂ ofQ,

scoreðQ̂;HÞ ¼ kq � hk ¼
X
Ii2Q̂

hi:

As presented in the following, this scoreðQ̂;HÞ is exactly the
upper bound of scores of the tuples in the partition H.

Lemma 5. Let T be any tuple in a partition H, we have

scoreðQ̂;HÞ � scoreðQ̂; T Þ; ð5Þ

where Q is the query.

Proof. According to the definition of partition vector in (4),
for any item Ii, we have hi � ti. Therefore,

scoreðQ̂;HÞ ¼
X
Ii2Q̂

hi �
X
Ii2Q̂

ti ¼ scoreðQ̂; T Þ:

In other words, scoreðQ̂;HÞ is the bound of scores of
tuples T 2 H to the query Q. tu
When a list of item Ii is manipulated by the negative

merge operator, e.g., in a general query plan, we can assign
hi ¼ 0 for each partition H. For the tuple T 2 H containing
item Ii, we have ti > 0, i.e., �ti < 0 in negative merge.
Moreover, for the tuple T 0 2 H that does not contain the item
Ii, we have ti ¼ �ti ¼ 0. Therefore, we can assign hi ¼ 0 for
this item Ii for simplicity.

4.2.2 Pruning

Next, we can order the partitions in decreasing order of
their upper score bounds to the query. After processing the

first g partitions with the highest bounds, we obtain a
current top-k answer, say K. The following theorem
specifies the condition of pruning the next gþ 1 partition.

Theorem 1. Let Kk be the kth tuple with the minimum score in
the top-k answers in the previous g steps. For the next
gþ 1 partition, if we have

scoreðQ̂;KkÞ � scoreðQ̂;Hgþ1Þ; ð6Þ

then the partition Hgþ1 can be safely pruned.

Proof. According to Lemma 5, for any tuple T in the
partition Hgþ1, we have scoreðQ̂;KkÞ � scoreðQ̂;Hgþ1Þ �
scoreðQ̂; T Þ. Since Kk is the tuple in the current top-k
results with the minimum ranking score, in other words,
the tuples in partition Hgþ1 will never be ranked higher
than Kk and can be pruned safely without further
evaluation. tu

For the remaining partitions Hgþ2; Hgþ3; . . . , since the
partitions are in the decreasing order of score bounds, we
have

scoreðQ̂;KkÞ > scoreðQ̂;Hgþ1Þ > scoreðQ̂;HgþxÞ;

where x ¼ 2; 3; . . . . Therefore, we can prune all the
remaining partitions, starting from Hgþ1.

For example, we consider the query Q with neighbor
predicates Q̂ ¼ fI1; I2; I3; I4g in Fig. 5. Suppose that the
partitions are ordered by the bounds as follows, H1;
H3; H4; H2. After processing the first partition H1, if the
current kth answer Kk has a score higher than the bound of
next the partition H3, then we can prune all the remaining
partitions H3; H4, and H2 without evaluating their lists of
tuples.

4.2.3 Algorithm

Given a query Q and an integer k, the query algorithm is
described in the following Algorithm 4. During the
initialization, the PARTITIONS(Q̂) function returns a set of
partitions H ranked in descending order of score bounds to
the query Q. Recall that the bound hi of item Ii of each
partition H is recorded in the head structure as illustrated
in Fig. 5. Thus, the bound of scores of each partition can be
efficiently computed by merging the heads of all the items
referred in the neighbor predicates Q̂ of Q.

Algorithm 4. Merge Top-k MT(Q; k)

1: Q̂ :¼ neighbor predicates of Q according attribute
correspondence

2: H :¼ PARTITIONSðQ̂Þ
3: K :¼ ;
4: for j : 1!H:size do

5: if scoreðQ̂;KkÞ � scoreðQ̂;HjÞ then

6: break

7: else

8: K0 :¼ MERGEðHj:listsÞ
9: K :¼ RANKðK;K0Þ

10: return K

Let scoreðQ̂;KkÞ be the kth largest score in the current
top-k answers K. For the partition Hj, if the scoreðQ̂;KkÞ is
larger than the bound of the tuple scores of partition
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scoreðQ̂;HjÞ, then the partition Hj and all the remaining
partitions can be pruned. Otherwise, we merge and rank all
the tuples in the partition Hj. The MERGE(�) function is the
implementation of the merge operator introduced in
Definition 2.3 or Definition 3.3.

4.3 Cost Analysis

Suppose that we have m ¼ jHj partitions on the n tuples
in the dataspaces. We analyze the cost of disk space and
query time.

4.3.1 Space Cost

Let OðnÞ be the space cost of the original inverted lists of all
the n tuples. We have n

m tuples in each partition on average.
Thus, the space cost introduced by the partition information
can be estimated by m

n OðnÞ. The total space cost with
partitions is ð1þ m

nÞOðnÞ. Since the number of partitions is
always less than tuples, m � n, the space cost is at most
twice the cost of original inverted lists.

4.3.2 Time Cost

Again, let OðnÞ be the time cost of merging on the entire
space of n tuples. Suppose that the pruning is conducted
after processing the first g partitions. Then, we can estimate
the time cost of the query with pruning as follows:

Lemma 6. The cost of processing first g partitions can be
estimated by

m

n
þ g

m

� �
OðnÞ:

Proof. The merge cost with pruning partitions consists of
two aspects, from the merge of partitions and tuples
respectively. First, m

n OðnÞ denotes the merge of parti-
tions, in order to calculate the bounds of all the
m partitions. Moreover, according to the pruning, all
the remaining m� g partitions can be ignored without
evaluation. That is, the merge cost of tuples would be g

m

of the original cost without partition pruning OðnÞ. tu

Now, we study the estimation of the number of
partitions that are processed before pruning, i.e., the g
value. Intuitively, we want to estimate the probability g

m

that a partition is processed in a query, i.e., the probability
of a partition having bound greater than the top-k answers.
Therefore, we introduce the concept of correlation integral
[27] Cð�Þ which denotes the mean probability that two
objects from two sets, respectively, are similar (with
similarity greater than �). Let jXj be the size of object set
X and xi be an object in X. Let jY j be the size of object set Y
and yi be an object in Y . Then, for a specific similarity value
�, the correlation integral Cð�Þ can be approximated by the
correlation sum

Cð�Þ ¼ 1

jXj � jY j
XjXj
i¼1

XjY j
j¼1

�ðkxi � yjk � �Þ; ð7Þ

where �ð�Þ is the heaviside function, �ðxÞ ¼ 1 for x � 0 and 0
otherwise, and k � k is the intersection similarity.

Let X be the set of query tuples and Y be the set of data
tuples in dataspaces. Then, the correlation integral is the

probability that the similarity between a query and a tuple T
is greater than �, denoted byCtð�Þ. Moreover, if we define the
set Y to be the set of partition vectors in dataspaces, then the
correlation integral, say Chð�Þ, means the probability that a
query has high similarity (greater than �) to the bound of a
partition H. During the computation, if a query workload is
provided, then we can directly use query tuples as X.
However, if query workload is not available, then we can
only rely on the data itself, i.e., using data tuples asX as well.

According to the fractal and self-similarity features,
which have been observed in various applications including
the high dimension spaces [28], [29], [30], there exists a
constant, known as correlation dimension [27] D,

D ¼ @ logCð�Þ
@ log �

: ð8Þ

We observe the Dt corresponding to Ctð�Þ of tuples and
Dh corresponding to Chð�Þ of partitions in real data sets of
dataspaces. As presented in Figs. 9, 10, and 11, a straight
line can be fit in each plot, respectively, whose slope is
exactly the constant D according to the above definition.

According to the constant D in (8), we can represent the
relationship among �;D and Cð�Þ as follows:

Cð�Þ / �D; ð9Þ

where / stands for proportional, i.e., follows the power law.
Let Cð�Þ ¼ ð��ÞD, where � is a constant and can be observed
together with slope D in Figs. 9, 10, and 11.

Lemma 7. The number of processed partitions g can be
estimated by

g 	 m �h
�t

� �Dh k

n

� �Dh
Dt

:

Proof. Recall that Cð�Þ denotes the mean probability that the
similarity is greater than �. Let �t be the minimum
similarity of the top-k answers. Then, we have
k
n ¼ Ctð�Þ ¼ ð�t�tÞ

Dt . Moreover, let �h be the bound of
similarity scores of the gth partition. Thus, we also have
g
m ¼ Chð�Þ ¼ ð�h�hÞ

Dh .
According to the pruning condition of partitions, we

have the similarity score �t 	 �h, that is,

1

�t

k

n

� � 1
Dt

	 1

�h

g

m

� � 1
Dh :

In other words, we have

g 	 m �h
�t

� �Dh k

n

� �Dh
Dt

:

The lemma is proved. tu
Combining Lemmas 6 and 7, we have the following

conclusion. Let � be

� ¼ �h
�t

� �Dh k

n

� �Dh
Dt

: ð10Þ

Corollary 4. The cost of merging with pruning on partitions can
be estimated by
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�m
n
þ �
�
OðnÞ: ð11Þ

Given a data set, the values of Dt and �t are then fixed
according to their definitions. For example, as we observed
in Fig. 9, we can find an ideal line Ctð�Þ ¼ ð�t�tÞDt having
Dt ¼ �3:4 and �t ¼ 0:12, which can approximately fit the
observed Base data set. Recall that the slope Dh and the
corresponding �h in (10) of � can also be observed as
constants on a large enough partition scheme. For
example, in Fig. 10, we can observe Chð�Þ ¼ ð�h�hÞDh

having Dh ¼ �2:5 and �t ¼ 0:15, which fits the Base data
set with random partitions. In other words, � will be a
constant which is independent with respect to the
processed number of partitions g and total number of
partitions m. Therefore, according to Corollary 4, we
cannot further improve the query efficiency by increasing
the number of partitions m. Our experimental evaluation
also verifies this conclusion.

4.4 Generating Partitions

Now, we discuss the generation of tuple partitions. The
partition scheme is preferred which has lower query cost
according to the above theoretical analysis.

4.4.1 Random Partition

The straightforward partition scheme is to assign a tuple to
a partition at random. The distribution of tuples in different
partitions tends to be the same. In other words, each
partition shows a similar partition vector. Therefore, the
prune power is low by conjecture.

Recall that the correlation dimension has Dh < 0.
According to Lemma 7, the smaller the �h is, the larger
the number of processed partitions g would be. In fact, as
we observed in Table 2, the random partition scheme shows
a small �h, e.g., �h 	 0:3 in the Wiki data set. Thus,
theoretically, the query efficiency based on random parti-
tions is low. Our experimental evaluation also verifies the
unsuitability of the random partition scheme.

4.4.2 Feature-Based Partition

The feature-based partitioning is developed by the intuition
that the tuples in the same partition share similar contents
of items (features). There are various algorithms to partition
tuples according to their similarities [31], which is not the
focus of this paper. For example, we can employ a classifier
to make decisions based on item features of partitions. Or
we can use the clustering algorithms to group the tuples
into m clusters without a supervised classifier.

Intuitively, in a feature-based partition scheme, the
tuples in the same partitions share similar item features,
while the tuples in different partitions often have various
item features. Consequently, the partition vectors of

different partitions are various as well. For a specific query,
the bounds of partition will be more distinguishable. In
other words, more irrelevant tuples in those partitions with
low bounds can be possibly pruned.

In fact, as we observe, the feature-based partition scheme
has a large �h value, such as �h 	 3 in the Wiki data set in
Table 2. Thus, given a specific k value, the feature-based
partition has a smaller constant � than the random approach
(see details in Section 5.2). According to Corollary 4, the time
cost of queries on feature-based partitions should be small
as well. Therefore, in our experiments, the feature-based
partition shows better query time performance.

5 EXPERIMENTS

This section reports the experimental evaluation of pro-
posed techniques. We evaluate the following approaches:
the baseline approach with extended inverted lists [10], the
planning with materialization of views, the merging with
decomposition of partitions, and the hybrid approach with
both views and partitions. In the implementation, we use
the Combined Algorithm [11] as the state-of-art merge
operator of inverted lists. Moreover, the successful idea of
inverted block-index in IO-Top-K [12] is also applied, i.e.,
divide each inverted list into blocks and use score-
descending order among blocks but keep the tuple entries
within each block in the order of tuple IDs. Such block idea
in CA is complementary to our proposed materialization
and decomposition techniques. The main evaluation criter-
ion is query time cost. We run the experiments in two real
data sets, Google Base (Base), and Wikipedia (Wiki). There
are 7,432,575 tuples crawled from Google Base web site, in
size of 3.06 GB after preprocessing. The data of Wikipedia
consists of 3,493,237 tuples, in size of 0.82 GB after
preprocessing. Items of attribute-keywords are associated
with tf*idf weight scores [13]. During the evaluation, we
randomly select 200 tuples from the data set as a synthetic
workload of queries.6 The average response time of these
queries are reported when different approaches are applied.
The experiment runs on a machine with Intel Core 2 CPU
(2.13 GHz) and 2 GB of memory.

5.1 Evaluating Materialization

In this experiment, we mainly test the performance of
different planning approaches under various disk space
limitations. Let �s be the average size of lists. Then, the
limitation of spaceM is actually the limitation of the number
of views, say M

�s . Since the lists of single-item views (i.e.,
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TABLE 2
Observations of �;D of Cð�Þ

6. We explore the correspondences of attributes in dataspaces by using
instance-level matching [9].

Fig. 6. Estimated cost of a query.



original items) are already stored by the index, we mainly
check the extra space cost introduced by materializing the
views with multiple items, i.e., m ¼ jVj � jIj. In the follow-
ing experiments, the number of views denotes m multiitem
views by default. When the view number m ¼ 0, it means
that no multiitem views are materialized, i.e., equivalent to
the baseline approach.

In Fig. 6, we present the estimated cost of query plan P,
i.e.,

P
j cjxj in Definition 3.1, when different total numbers

of views m are available. With the increase of materialized
views m, the query plan P can choose more effective views
with less estimated cost. Obviously, a randomly generated
view has rare chance to be effective for a specific query.
Thus, the query may have to retrieve the original items with
higher cost, since the randomly generated views could be
useless. The frequency-based view scheme materializes
those views with frequent items according to the historical
query log. Queries can reuse these views and consequently
have query plans with less estimated cost. Finally, we also
report the estimated cost of queries on cost-based view
scheme, which is smaller than the other ones.

Fig. 7 reports the corresponding query time cost of
various view schemes. As shown in figures, the time cost is
roughly proportional to the estimated cost of corresponding
query plans. The more materialized views m are, the better
the query time performance is. According to the above
observation of estimated cost, the frequency-based ap-
proach has more chance to utilize effective materialization
than the random one. Therefore, the time cost of queries on
frequency-based views is lower as well. However, the
frequency-based approach favors small views as we
mentioned in Section 3.4, while the cost-based scheme can
generate useful views according to the cost estimation.
Thus, queries on cost-based views have even lower time
cost. Note that if there is no proper views available in large
size, cost-based strategy will generate similar views as
frequency one. Consequently, the difference between these
two generation strategies may not be large, e.g., 10 views in
Fig. 7. Nevertheless, the cost-based approach will not
generate significantly worse views than frequency one.

According to our view selection strategies in query plan
and view generation, we always first choose those most
effective views that can contribute to the query at most.
Thereby, with the increase of views, e.g., from 150 to 200 in
Figs. 6 and 7, the achieved improvement may not as
significant as first chosen ones like 1-50.

In Fig. 8, we evaluate the standard and general query
planning. As we presented in Corollary 2, the worst case of
an optimal general plan is the corresponding optimal
standard plan without any negative merge operation.
Therefore, as presented in Fig. 8, in Wiki data set, the
performance of general plan is generally not worse than the
standard one. When proper negative merge is applicable,
e.g., in Base data set, the general plan can achieve better
performance.

5.2 Evaluating Decomposition

In this experiment, we first observe that the constant D in
(8) exists in real dataspace examples, since our cost
estimation is based on the assumption of the existence of
this D. Specifically, we collect the Cð�Þ values of tuples,
random partitions, and feature-based partitions, which are
reported in Figs. 9, 10, and 11, respectively. Each point
ð�; Cð�ÞÞ denotes the observation of probability Cð�Þ with
similarity score � in the corresponding data set. We also plot
an ideal Cð�Þ ¼ ð��ÞD in each data set that can fit our
observations. We can record the constants � and D of ideal
Cð�Þ ¼ ð��ÞD as the estimation of real observations, which
are presented in Table 2. For example, we have Dh ¼ �2:5

and �h ¼ 0:25 for feature-based partitions in Base data set,
according to the ideal Cð�Þ ¼ ð0:25�Þ�2:5 that fits the
observed data in Fig. 11. According to the definition of �
in (10), for the random partitions in Base, we have
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Fig. 7. Time cost of a query.

Fig. 8. Time cost of a query by different plans.

Fig. 9. Cð�Þ Observation of tuples.

Fig. 10. Cð�Þ Observation of random partitions.

Fig. 11. Cð�Þ Observation of feature-based partitions.



�random ¼
�h
�t

� �Dh k

n

� �Dh
Dt

¼ 0:15

0:12

� ��2:5 k

n

� ��2:5
�3:4

¼ 0:572
k

n

� ��2:5
�3:4

:

For the feature-based scheme, we have

�feature ¼
0:25

0:12

� ��2:5 k

n

� ��2:5
�3:4

¼ 0:159
k

n

� ��2:5
�3:4

:

Obviously, the constant �feature is less than �random. Accord-
ing to Corollary 4, the queries on feature-based partitions
should have lower time cost than the random approach.

Similarly, we can also observe the constant � in Wiki

�random ¼
0:3

8

� ��1:5 k

n

� ��1:5
�1:5

¼ 137:706
k

n
;

�feature ¼
3

8

� ��1:5 k

n

� ��1:5
�1:5

¼ 4:354
k

n
:

That is, we have �feature < �random as well. So far, according to
the above observation and analysis on both data sets,
queries on feature-based partition should have better
performance than that of the random one. Next, we show
that this case holds for the real query evaluation.

Specifically, we observe the time performance of top-k7

queries under different number of partitions m. Note that
when the partition number m ¼ 1, it means that all the
tuples are in one partition, which is equivalent to the
baseline approach.

In Fig. 12, we study the number of retrieved partitions g
that have to be processed before the pruning can be applied.
First, compared with feature-based partition scheme, the
random approach has much more retrieved partitions g,
which also confirms our analysis of the random scheme in
Section 4.4. Moreover, as we analyzed, the constant �
approximately denotes the rate of processed partitions g

m . In
the above observation, we find that the �feature is much less
than �random in Wiki ð 4:354

137:706Þ, compared with those of Base
ð0:159

0:572Þ. Thus, in Fig. 12, the pruning power of featured-based
partitions on Wiki is stronger than that in Base.

Fig. 13 shows the time cost of queries with corresponding
partitions. When the number of partitions m is small, e.g.,
10 partitions in Fig. 13, the overlap of items (features)
among partitions might be large. That is, in terms of our
cost analysis, we cannot accurately observe the constant �
about D and �. Thus, the bounds of partitions are not
distinguishable for a specific query. Consequently, the
pruning is not ensured, and the cost will be high. With
the increase of m, e.g., from 10 to 100 partitions in Fig. 13,
the constant � can be observed. In other words, the bounds

of partitions can effectively identify and prune those low
score tuples, thereby the cost drops. Moreover, with the
further increase of partition numbers m, e.g., 1,000 parti-
tions in Fig. 13, the performance cannot be improved any
more, since the fractal property has already been clearly
observed with a constant �. Consequently, the time cost
increases with the number of partitions, which confirms our
conclusion in Corollary 4.

5.3 Scalability

Finally, we combine our proposed views and partitions
together, called hybrid approach with materialization+de-
composition. For the view materialization, we use the cost-
based view generation and the standard query plan. The
partition decomposition uses the feature-based partition
generation. The state-of-art CA method is utilized as baseline
approach where materialization and decomposition are not
applied. We mainly test the performance of approaches
under different data sizes, in order to evaluate scalability.

As presented in Fig. 14, the time cost of all the
approaches increases linearly as the data size. Both our
materialization and decomposition approaches can improve
the time performance in various data scale, compared with
the baseline approach. The hybrid one can always achieve
the best performance and scales well under large sizes.

6 RELATED WORK

The concept of dataspaces is proposed in [1] and [2], which
provides a coexisting system of heterogeneous data. Due to
the huge amount of increasing data especially from the
Web, the importance of dataspace systems has already been
recognized and emphasized [3], [4]. Recent work [5], [6], [7]
is mainly dedicated to offering best-effort answers in a pay-
as-you-go style in view of integration issues. In our study,
instead, we concern the efficiency issues on accessing
dataspaces, which also plays a fundamental role in practical
dataspace systems.

The problem of indexing dataspaces is first studied by
Dong and Halevy [10] to support efficient query. Based on
the encoding of attribute label and value as items, the
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Fig. 12. Retrieved partitions of a query. Fig. 13. Time cost of a query.

Fig. 14. Scalability.7. k ¼ 5; similar results are observed with k ¼ 1; 10, etc.



inverted index is extended to dataspaces, which is also
considered as the baseline approach in our work. In fact,
inverted index [16], [17] has been studied for decades as
efficient access to sparse data. Zobel and Moffat [18]
provide a comprehensive introduction of key techniques
in the text indexing literature. Li et al. [32] also study the
indexing for approximately retrieving the sparse data,
which extends inverted lists as well. The difference between
dataspaces and XML is also discussed by Dong and Halevy
[10]. Specifically, since XML techniques rely on encoding
the parent-child and ancestor-descendant relationships in
an XML tree, which do not fit in dataspaces, the query
processing of related items in XML [33] is not directly
applicable to the query processing with keyword neighbor-
hood in dataspaces [10]. Once the data are indexed, our
approaches introduce materialization in dataspaces and
provide (near) optimal query planning based on the
materialized data. For high dimensional data, Sarawagi
and Kirpal [34] propose the grouping of items to materialize
their corresponding inverted lists. However, the proposed
algorithm is developed for set similarity joins, and does not
address the generation of optimal query plans based on the
available materialized data.

Various strategies for storing sparse data are also
proposed. Chu et al. [35] use a big wide-table to store the
sparse data and extract the data incrementally [36]. Rather
than the predominant positional storage with a preallocated
amount of space for each attribute, the wide-table uses an
interpreted storage to avoid allocating spaces to those null
values in the sparse data. Agrawal et al. [37] study a vertical
format storage of the tuples. Specifically, a 3-ary vertical
scheme is developed with columns including tuple identi-
fier, attribute name, and attribute value. Beckmann et al.
[38] extend the RDBMS attributes to handle the sparse data
as interpreted fields. A prototype implementation in the
existing RDBMS is evaluated to illustrate the advanced
performance in dealing with sparse data. Abadi et al. [39],
[40] provide comprehensive studies of the column-based
store comparing with the row-based store. The column
store with vertical partitioning shows advanced perfor-
mance in many applications, such as the RDF data of the
Semantic Web [39] and the recent Star Schema Benchmark
of data warehousing [40]. Chaudhuri et al. [41] study a
similarity join operator (SSJoin [41], [42]) on text attributes,
which are also organized in a vertical style. Specifically,
each value of text attributes is converted to a set of tokens
(words or q-grams [43]), which are stored separately in
different tuples, respectively. Our work is independent with
the storage of dataspaces, instead we develop the materi-
alization and decomposition of dataspaces upon the
indexing framework.

For the merge operator, the inverted lists are usually
sorted by the tuple IDs, then efficient merging algorithm can
be applied [18]. When the inverted lists are sorted by the
weight of each tuple, the threshold algorithm [19] can
return the top-k answers efficiently. Advanced TA family
methods such as combined algorithm [11] can also be used
as merge operator of inverted lists. Moreover, inverted
block-index is also proposed in IO-Top-K [12], i.e., divide
each inverted list into blocks and use score-descending
order among blocks but keep the tuple entries with in each
block in tuple ID order. Arjen P. de Vries et al. [44] also

study the k-NN search by avoiding merging all the
dimensions referred by query items. In our study, we first
decompose the tuples into a set of partitions, then the above
merging techniques can be applied in each partition,
respectively. Thus, our focus is the pruning of partitions
rather than the merge operator.

Materialized views in relational databases are often
utilized to find equivalent view-based rewritings of rela-
tional queries [45], such as conjunctive queries or aggregate
queries in databases. Similar problem is also studied in
index selection [46]. Specifically, given a workload of SQL
statements and a user-specified storage constraint, it is to
recommend a set of indexes that have the maximum benefit
for the given workload. Greedy heuristics are often used in
such selection, e.g., in SQL Server [47] and DB2 [48].
Chirkova and Li [49] study the generation of a set of views
that can compute the answers to the queries, such that the
size of the view set is minimal. Heeren et al. [50] consider
the index selection with a bound of available space, upon
which the average query response time is minimized.
Instead of considering materialized views and index
separately, Aouiche and Darmont [51] take view-index
interactions into account and achieve efficient storage space
sharing. All these previous works focus on rewriting
relational queries based on materialized views in relational
databases. In our study, we extend the concept of materi-
alization to dataspaces and explore the corresponding
query optimization.

Partitioning-based approaches for efficient access are
studied as well. Lester et al. [52] propose the partitioning
index for efficient online index. To make documents
immediately accessible, the index is divided into a controlled
number of partitions. Nikos Mamoulis [53] studies the
efficient joins on set-valued attributes, by using inverted
index. Different from our large number of attributes, the join
predicates are evaluated between two attributes only.
Sarawagi and Kirpal [34] also propose an efficient algorithm
for indexing with a data partitioning strategy. All these
efficient techniques are dedicated to the single attribute
problem, while the dataspaces contain various attributes.
The idea of cracking databases into manageable pieces is
developed recently to organize data in the way users request
it. Rather than dataspaces, Idreos et al. [54], [55] mainly study
the cracking of relational databases. The cracking approach is
based on the hypothesis that index maintenance should be a
byproduct of query processing, not of updates.

7 CONCLUSIONS

In this paper, we study the materialization and decomposi-
tion of dataspaces in order to improve the efficiency of
queries with keyword neighborhood in schema level. Since
neighbor keywords are always queried together, we first
propose the materialization of neighbor keywords as views
of items. Then, the optimal query planning is studied on the
item views that are materialized in dataspaces. Due to the
NP-completeness of the problem, we study the greedy
approaches to generate query plans. Obviously, the more
materialized views there are, the better the query perfor-
mance is. The generation of views is then discussed with
limitation of materialization space. Moreover, we also study
the decomposition of dataspaces into partitions of tuples for
top-k queries. Efficient pruning of tuple partitions is
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developed during the top-k query processing. We propose a
theoretical analysis for the cost of querying with partitions
and find that the pruning power cannot be improved by
increasing the number of partitions. The generation of
partitions is also discussed based on the cost analysis.

Finally, we report an extensive experiment to illustrate

the performance of proposed methods. In the method of

materialization, the general query plans show no worse

performance than the standard query plans. When proper

negative merge is applicable, the general plan can achieve

better performance. The hybrid approach with both views

and partitions can always achieve the best performance.

Furthermore, the experimental results also verify our

conclusions of cost analysis, that is, we can improve the

query performance by increasing the number of views but

not that of partitions.
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